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1 Overview of the MVAPICH Project

InfiniBand, 10GbE/iWARP and RDMA over Converged Ethernet (RoCE) are emerging as high-
performance networking technologies to deliver low latency and high bandwidth. They are also
achieving widespread acceptance due to their open standards.

MVAPICH (pronounced as “em-vah-pich”) is an open-source MPI software to exploit the novel
features and mechanisms of these networking technologies and deliver best performance and scala-
bility to MPI applications. This software is developed in the Network-Based Computing Laboratory
(NBCL), headed by Prof. Dhabaleswar K. (DK) Panda.

Currently, there are two versions of this MPI library: MVAPICH with MPI-1 semantics and
MVAPICH2 with MPI-2 semantics. This open-source MPI software project started in 2001 and a
first high-performance implementation was demonstrated at Supercomputing ’02 conference. After
that, this software has been steadily gaining acceptance in the HPC, InfiniBand, 10GigE/iWARP
and RoCE communities. As of July 11, 2010, more than 1,185 organizations (National Labs, Uni-
versities and Industry) world-wide (in 59 countries) have registered as MVAPICH/MVAPICH?2
users at MVAPICH project web site. There have also been more than 43,000 downloads of MVA-
PICH/MVAPICH2 software from the MVAPICH project site directly. In addition, many InfiniBand,
10GigE/iWARP and RoCE vendors, server vendors, systems integrators and Linux distributors have
been incorporating MVAPICH/MVAPICH2 into their software stacks and distributing it. MVA-
PICH and MVAPICH2 are also available with the Open Fabrics Enterprise Distribution (OFED)
stack. Both MVAPICH and MVAPICH2 distributions are available under BSD licensing.

Several InfiniBand systems using MVAPICH/MVAPICH2 have obtained positions in the TOP
500 ranking. The June 10 list includes the following systems: 6th ranked Pleiades at NASA with
81,920-cores; 7th ranked Tianhe-1 system at NUDT, China with 71,680-cores; 11th ranked Ranger
at Texas Advanced Computing Center (TACC) with 62,976 cores; 34th ranked Juno at Lawrence
Livermore National Laboratory (LLNL) with 18,224-cores; and 57th ranked Chinook at Pacific
Northwest National Laboratory (PNNL) with 18,176-cores.

More details on MVAPICH/MVAPICH2 software, users list, mailing lists, sample performance
numbers on a wide range of platforms and interconnects, a set of OSU benchmarks, related pub-
lications, and other InfiniBand- and iWARP-related projects (parallel file systems, storage, data
centers) can be obtained from our website:http://mvapich.cse.ohio-state.edu

This document contains necessary information for MVAPICH2 users to download, install, test,
use, tune and troubleshoot MVAPICH2 1.5 . We continuously fix bugs and update update this
document as per user feedback. Therefore, we strongly encourage you to refer to our web page for
updates.

2 How to use this User Guide?

This guide is designed to take the user through all the steps involved in configuring, installing,
running and tuning MPI applications over InfiniBand using MVAPICH2 1.5 .

In Section 3 we describe all the features in MVAPICH2 1.5 . As you read through this section,
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please note our new features (highlighted as NEW) compared to the 1.4.1 version. Some of these
features are designed in order to optimize specific type of MPI applications and achieve greater
scalability. Section 4 describes in detail the configuration and installation steps. This section
enables the user to identify specific compilation flags which can be used to turn some of the features
on of off. Basic usage of MVAPICH2 is explained in Section 5. Section 6 provides instructions for
running MVAPICH2 with some of the advanced features. Section 7 provides how to obtain version
and related information of the library. Section 8 describes the usage of the OSU Benchmarks.
If you have any problems using MVAPICH2, please check Section 10 where we list some of the
common problems people face. In Section 9 we suggest some tuning techniques for multi-thousand
node clusters using some of our new features. Finally in Sections 11 and 12, we list all important
run-time parameters, their default values and a small description of what that parameter stands
for.

3 MVAPICH2 1.5 Features

MVAPICH2 (MPI-2 over InfiniBand) is an MPI-2 implementation based on MPICH2 ADI3 layer.
It also supports all MPI-1 functionalities. MVAPICH2 1.5 is available as a single integrated package
(with MPICH2 1.2.1p1). This version is compliant with the latest MPI 2.2 standard.

The current release supports eight different underlying transport interfaces, as shown in Figure 1.
In addition to the previous CH3-based interfaces, new interfaces based on MPICH2-Nemesis are
introduced with this release.

Application Process Managers
MVAPICH2
CH3 channel (OSU enhanced) Nemesis channel
mpiexec.hydra
OFAlB. | OFA | OFR | PsM- | uDAPL- | TCPIIP- OFAB- | TCPIIP-
CH3 CH:E,’ 8545 CH3 CH3 CH3 Nemesis | Nemesis

Figure 1: Overview of different available interfaces of the MVAPICH2 library.

e OFA-IB-CH3: This interface supports all InfiniBand compliant devices based on the Open-
Fabrics Gen2 layer. This interface has the most features and is most widely used. For example,
this interface can be used over all Mellanox InfiniBand adapters, IBM eHCA adapters and
QLogic adapters.

e (NEW) OFA-IB-Nemesis: This interface supports all InfiniBand compliant devices based on
the OpenFabrics libibverbs layer with the emerging Nemesis channel of the MPICH2 stack.
This interface can be used by all Mellanox InfiniBand adapters.

e OFA-iWARP-CHS3: This interface supports all iWARP compliant devices supported by Open-
Fabrics. For example, this layer supports Chelsio T3 adapters with the native iWARP mode.
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e OFA-RoCE-CH3: This interface supports the emerging RoCE (RDMA over Converged Eth-
ernet) interface for Mellanox ConnectX-EN adapters with 10GigE switches.

e PSM-CH3: This interface provides native support for InfiniPath adapters from QLogic over
PSM interface. It provides high-performance point-to-point communication for both one-sided
and two-sided operations.

e uDAPL-CH3: This interface supports all network-adapters and software stacks which imple-
ment the portable DAPL interface from the DAT Collaborative. For example, this interface
can be used over all Mellanox adapters, Chelsio adapters and NetEffect adapters. It can also
be used with Solaris uDAPL-IBTL implementation over InfiniBand adapters.

e TCP/IP-CH3: The standard TCP/IP interface (provided by MPICH2) to work with a range
of network adapters supporting TCP/IP interface. This interface can be used with IPoIB
(TCP/IP over InfiniBand network) support of InfiniBand also. However, it will not deliver
good performance/scalability as compared to the other interfaces.

e (NEW) TCP/IP-Nemesis: The standard TCP/IP interface (provided by MPICH2 Nemesis
channel) to work with a range of network adapters supporting TCP/IP interface. This inter-
face can be used with IPoIB (TCP/IP over InfiniBand network) support of InfiniBand also.
However, it will not deliver good performance/scalability as compared to the other interfaces.

Please note that the support for VAPI interface has been deprecated since MVAPICH2 1.2
because OpenFabrics interface is getting more popular. MVAPICH2 users still using VAPI interface
are strongly requested to migrate to the OpenFabrics-IB interface.

MVAPICH2 1.5 delivers better performance (especially with one-copy intra-node communica-
tion support with LiMIC2) compared to MVAPICH 1.2, the latest release package of MVAPICH
supporting MPI-1 standard. MVAPICH2 1.5 is compliant with MPI 2.2 standard. In addition,
MVAPICH2 1.5 provides support and optimizations for other MPI-2 features, multi-threading and
fault-tolerance (Checkpoint-restart). A complete set of features of MVAPICH2 1.5 are indicated
below. New features compared to 1.4.1 are indicated as (NEW).

e (NEW) MPI-2.2 standard compliance

e (NEW) OFA-IB-Nemesis interface design

— OpenFabrics InfiniBand network module support for MPICH2 Nemesis modular design

— Support for high-performance intra-node shared memory communication provided by the
Nemesis design

Adaptive RDMA Fastpath with Polling Set for high-performance inter-node communi-
cation

— Shared Receive Queue (SRQ) support with flow control, uses significantly less memory
for MPI library

— Header caching

— Advanced AVL tree-based Resource-aware registration cache
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— Memory Hook Support provided by integration with ptmalloc2 library. This provides
safe release of memory to the Operating System and is expected to benefit the memory
usage of applications that heavily use malloc and free operations.

— Support for TotalView debugger
— Shared Library Support for existing binary MPI application programs to run
— ROMIO Support for MPI-10

— Support for additional features (such as hwloc, hierarchical collectives, one-sided, multi-
threading, etc.), as included in the MPICH2 1.2.1p1 Nemesis channel

e (NEW) Flexible process manager support

— mpirun_rsh to work with any of the eight interfaces (CH3 and Nemesis channel-based)
including OFA-IB-Nemesis, TCP/IP-CH3 and TCP /IP-Nemesis

— Hydra process manager to work with any of the eight interfaces (CH3 and Nemesis
channel-based) including OFA-IB-CH3, OFA-IWARP-CH3, OFA-ROCE-CH3 and TCP /IP-
CH3

e CH3-Level design for scaling to multi-thousand nodes with highest performance and reduced
memory usage

— Support for MPI-2 Dynamic Process Management on InfiniBand clusters
— eXtended Reliable Connection (XRC) support
— Multiple CQ-based design for Chelsio 10GigE/iWARP
— Multi-port support for Chelsio 10GigE/iWARP
— Enhanced iWARP design for scalability to higher process count
— Scalable and robust daemon-less job startup
* Enhanced and robust mpirun_rsh framework (non-MPD-based) to provide scalable
job launching on multi-thousand core clusters
* Hierarchical ssh to nodes to speedup job start-up
* MPMD job launch capability
* Available for OpenFabrics (IB, iWARP and RoCE) and uDAPL interfaces (including
Solaris)

— On-demand Connection Management: This feature enables InfiniBand connections to be
setup dynamically, enhancing the scalability of MVAPICH2 on clusters of thousands of
nodes

* Native InfiniBand Unreliable Datagram (UD) based asynchronous connection man-
agement for OpenFabrics Gen2-IB interface

x RDMA CM based on-demand connection management for OpenFabrics Gen2-iWARP
and OpenFabrics Gen2-1B interfaces

* UDAPL on-demand connection management based on standard uDAPL interface
— Message coalescing support to enable reduction of per Queue-pair send queues for reduc-

tion in memory requirement on large scale clusters. This design also increases the small
message messaging rate significantly. Available for OpenFabrics Gen2-1B interface



— Hot-Spot Avoidance Mechanism (HSAM) for alleviating network congestion in large scale
clusters. Available for OpenFabrics Gen2-1B interface

— RDMA Read utilized for increased overlap of computation and communication for Open-
Fabrics device. Available for OpenFabrics Gen2-1B and iWARP interfaces

— Shared Receive Queue (SRQ) with flow control. This design uses significantly less mem-
ory for MPI library. Available for OpenFabrics Gen2-1B interface.

— Adaptive RDMA Fast Path with Polling Set for low-latency messaging. Available for
OpenFabrics Gen2-1B and iWARP interfaces.

— Enhanced scalability for RDMA-based direct one-sided communication with less com-
munication resource. Available for OpenFabrics (IB and iWARP) interfaces.

e Dynamic Process Management (DPM). Available for OpenFabrics IB interface.

e Fault tolerance support

— Checkpoint-restart support for application transparent systems-level fault tolerance. BLCR-
based support using OpenFabrics Gen2-1B interface.
x Scalable Checkpoint-restart with mpirun_rsh framework
* Scalable Checkpoint-restart with Fault Tolerance Backplane (FTB) framework (FTB-
CR)
% Checkpoint-restart with intra-node shared memory (user-level) support

* Checkpoint-restart with intra-node shared memory (kernel-level with LiMIC2) sup-
port

x Allows best performance and scalability with fault-tolerance support

— Application-initiated system-level checkpointing is also supported. User application can
request a whole program checkpoint synchronously by calling special MVAPICH2 func-
tions.

* Flexible interface to work with different files system. Tested with ext3 (local disk),
NFS and PVFS2

— Network-Level fault tolerance with Automatic Path Migration (APM) for tolerating in-
termittent network failures over InfiniBand

e Enhancement to software installation

— Automatically detects system architecture and adapter types and optimizes MVAPICH2
for any particular installation

— An utility (mpiname) for querying the MVAPICH2 library version and configuration
information

e Optimized intra-node communication support by taking advantage of shared-memory com-
munication. Available for all interfaces.

— Kernel-level single-copy intra-node communication solution based on LiMIC2


http://ftg.lbl.gov/CheckpointRestart/CheckpointRestart.shtml
http://ftg.lbl.gov/CheckpointRestart/CheckpointRestart.shtml
http://www.mcs.anl.gov/research/cifts/index.php

* LIMIC2 is designed and developed by System Software Laboratory at Konkuk Uni-
versity, Korea

— Efficient Buffer Organization for Memory Scalability of Intra-node Communication
— Multi-core optimized
— Portable Hardware Locality (hwloc) support for defining CPU affinity

— (NEW) Efficient CPU binding policies (bunch and scatter) to specify CPU binding per
job for modern multi-core platforms

— Also allows user-defined flexible processor affinity
— Optimized for Bus-based SMP and NUMA-Based SMP systems
— Efficient support for diskless clusters

e Shared memory optimizations for collective communication operations. Available for all in-
terfaces.

— K-nomial tree-based solution together with shared memory-based broadcast for scalable
MPI_Bcast operations
— Optimized and tuned MPI_Alltoall
— Efficient algorithms and optimizations for barrier, reduce and all-reduce operations
e Integrated multi-rail communication support. Available for OpenFabrics Gen2-1B and iWARP
interfaces.
— Multiple queue pairs per port
— Multiple ports per adapter
— Multiple adapters
— Support for both one-sided and point-to-point operations
— Support for OpenFabrics Gen2-iWARP interface and RDMA CM (for Gen2-IB).

e Multi-threading support. Available for all interfaces, including TCP /IP.

e High-performance optimized and scalable support for one-sided communication: Put, Get
and Accumulate. Supported synchronization calls: Fence, Active Target, Passive (lock and
unlock). Available for all interfaces.

— Direct RDMA based One-sided communication support for OpenFabrics Gen2-iWARP
and RDMA CM (with Gen2-IB)

— Enhanced scalability for RDMA-based direct one-sided communication with less com-
munication resource

— (NEW) Enhancement to the design of Win_complete for RMA operations
— (NEW) Flexibility to support variable number of RMA windows

e Two modes of communication progress

— Polling



— Blocking (enables running multiple MPI processes/processor). Available for Open Fab-
rics Gen2-1B interface.

e Scalable job startup schemes

— Enhanced and robust mpirun_rsh framework

— Hierarchical ssh-based schemes to nodes

(NEW) Flexibility for process execution with alternate group IDs
— Using in-band IB communication with MPD

— Ring-based startup for RoCE

— Support for SLURM

e Advanced AVL tree-based Resource-aware registration cache

e Memory Hook Support provided by integration with ptmalloc2 library. This provides safe
release of memory to the Operating System and is expected to benefit the memory usage of
applications that heavily use malloc and free operations.

e High Performance and Portable Support for multiple networks and operating systems through
uDAPL interface.

— InfiniBand (tested with)

x uUDAPL over OpenFabrics Gen2-IB on Linux
x uUDAPL over IBTL on Solaris

This uDAPL support is generic and can work with other networks that provide uDAPL
interface. Please note that the stability and performance of MVAPICH2 with uDAPL depends
on the stability and performance of the uDAPL library used. Starting from version 1.2,
MVAPICH?2 supports both uDAPL v2 and v1.2 on Linux.

e Support for TotalView debugger with mpirun_rsh framework.
e Shared Library Support for existing binary MPI application programs to run
e ROMIO Support for MPI-IO

— Optimized, high-performance ADIO driver for Lustre

e Single code base for the following platforms (Architecture, OS, Compilers, Devices and Infini-
Band adapters)

Architecture: (tested with) EM64T, Opteron and TA-32; IBM PPC and Mac G5
— Operating Systems: (tested with) Linux and Solaris; and Mac OSX
— Compilers: (tested with) gee, intel, pathscale, pgi and sun studio

Devices: (tested with) OpenFabrics Gen2-IB, OpenFabrics Gen2-iWARP, and uDAPL;
and TCP/IP

InfiniBand adapters (tested with):



*

Mellanox InfiniHost adapters (SDR and DDR)
* Mellanox ConnectX (DDR and QDR with PCle2)
* Mellanox ConnectX-2 (QDR with PClIe2
QLogic adapter (SDR)
*x QLogic adapter (DDR with PCle2
— 10GigE adapters:
* (tested with) Chelsio T3 adapter with iWARP support
% (tested with) Mellanox ConnectX-EN adapter (DDR)
* (NEW) (tested with) Intel NE020 adapter with iWARP support

*

The MVAPICH2 1.5 package and the project also includes the following provisions:

e Public SVN access of the codebase

e A set of micro-benchmarks (including multi-threading latency test) for carrying out MPI-level
performance evaluation after the installation

e Public mvapich-discuss mailing list for mvapich users to

— Ask for help and support from each other and get prompt response

— Enable users and developers to contribute patches and enhancements


https://mvapich.cse.ohio-state.edu/svn/mpi/mvapich2/
http://mail.cse.ohio-state.edu/mailman/listinfo/mvapich-discuss

4 Installation Instructions

The MVAPICH2 installation process is designed to enable the most widely utilized features on the
target build OS by default. Supported operating systems include Linux and Solaris. The default
interface is OFA-IB-CH3/OFA-IWARP-CH3 on Linux and uDAPL on Solaris. The other interfaces,
as indicated in Figure 1, can also be selected on Linux. The installation section provides generic
instructions for building from a tarball or our latest sources. Please see the subsection for the
interface you are targeting for specific configuration instructions.

4.1 Building from a tarball

The MVAPICH2 1.5 source code package includes MPICH2 1.2.1pl. All the required files are
present as a single tarball. Download the most recent distribution tarball from: http://mvapich.
cse.ohio-state.edu/download/mvapich2

Unpack the tarball and use the standard GNU procedure to compile:

$ tar -xzf mvapich2-1.5.tgz
$ cd mvapich2-1.5

$ ./configure

$ make

$ make install

In order to install a debug build, please use the following configuration option. Please note that
using debug builds may impact performance.

$ ./configure --enable-g=all --enable-error-messages=all
$ make
$ make install

4.2 Obtaining and Building the Source from SVN repository

These instructions assume you have already installed subversion.
The MVAPICH2 SVN repository is available at:
https://mvapich.cse.ohio-state.edu/svn/mpi/mvapich2

Please keep in mind the following guidelines before deciding which version to check out:

e “tags/1.5” is the exact version released with no updates for bug fixes or new features.

— To obtain the source code from tags/1.5:
$ svn co https://mvapich.cse.ohio-state.edu/svn/mpi/mvapich2/tags/1.5
mvapich?2

e ‘“branches/1.5” is a stable version with bug fixes. New features are not added to this branch.


http://mvapich.cse.ohio-state.edu/download/mvapich2
http://mvapich.cse.ohio-state.edu/download/mvapich2
https://mvapich.cse.ohio-state.edu/svn/mpi/mvapich2

— To obtain the source code from branches/1.5:
$ svn co https://mvapich.cse.ohio-state.edu/svn/mpi/mvapich2/branches/1.5
mvapich?2

e “trunk” will contain the latest source code as we enhance and improve MVAPICH2. It may
contain newer features and bug fixes, but is lightly tested.

— To obtain the source code from trunk:
$ svn co https://mvapich.cse.ohio-state.edu/svn/mpi/mvapich2/trunk

mvapich?2

The mvapich2 directory under your present working directory contains a working copy of the
MVAPICH2 source code. Now that you have obtained a copy of the source code, you need to update
the files in the source tree:

$ cd mvapich2

$ maint/updatefiles

This script will generate all of the source and configuration files you need to build MVAPICH2. If
the command “autoconf” on your machine does not run autoconf 2.63 or later, but you do have a new
enough autoconf available, then you can specify the correct one with the AUTOCONF environment
variable (the AUTOHEADER environment variable is similar). Once you’ve prepared the working
copy by running maint/updatefiles, just follow the usual configuration and build procedure:

$ ./configure
$ make
$ make install

4.3 Selecting a Process Manager

For the past several releases of MVAPICH2 (including this one), the mpirun_rsh/mpispawn frame-
work from the MVAPICH distribution is now provided as an alternative to to mpd/mpiexec. By
default both process managers are installed.

The mpirun_rsh/mpispawn framework launches jobs on demand in a manner more scalable than
mpd/mpiexec. Using mpirun_rsh also alleviates the need to start daemons in advance on nodes
used for MPI jobs. Please see Sec. 5.2.1 for more details.

This release of MVAPICH2 also supports the Hydra process manager (see Sec. 5.2.3) of the
latest MPICH2 stack.

Either mpirun_rsh or Hydra can be used with any of the eight interfaces of this MVAPICH2
release, as indicated in Figure 1.

4.3.1 Using SLURM

There is now a configuration option that can be used to allow mpicc and the other MPI compiler
commands to automatically link MPI programs to the SLURM’s PMI library.

$ ./configure --with-slurm=<path to slurm installation>
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4.4 Configuring a build for OFA-IB-CH3/OFA-iWARP-CH3/OFA-RoCE-CH3
OpenFabrics (OFA) IB/iWARP/RoCE with the CH3 channel is the default interface on Linux. It
can be explicitly selected by configuring with:

$ ./configure --with-rdma=gen2

Configuration Options for OpenFabrics IB/iWARP /RoCE

Path to OpenFabrics Header Files

— Default: Your PATH
— Specify: --with-ib-include=path

Path to OpenFabrics Libraries

— Default: The systems search path for libraries.

— Specify: --with-ib-libpath=path

Support for RDMA CM

— Default: enabled, except when BLCR support is enabled
— Disable: ——disable-rdma-cm

Support for RoCE

— Default: enabled

— For RoCE functionality to work properly, a version of OFED from the OFED-1.5-RoCE
branch must be installed on all the systems.

Registration Cache

— Default: enabled

— Disable: --disable-registration-cache

ADIO driver for Lustre:

— When compiled with this support, MVAPICH2 will use the optimized driver for Lustre.
In order to enable this feature, the flag
--enable-romio --with-file-system=lustre
should be passed to configure (--enable-romio is optional as it is enabled by default).
You can add support for more file systems using
--enable-romio --with-file-system=lustre+nfs+pvfs2

LiMIC2 Support

— Default: disabled

11



— Enable:
--with-limic2[=<path to LiMIC2 installation>>]
--with-limic2-include=<path to LiMIC2 headers>
-—with-limic2-libpath=<path to LiMIC2 library>

Header Caching
— Default: enabled

— Disable: --disable-header-caching

Berkeley Lab Checkpoint/Restart Support

— Default: disabled

— Enable: -—enable-blcr
--with-blcr-libpath=path --with-blcr-include=path

Berkeley Lab Checkpoint/Restart Support with FTB

— Default: disabled

— Enable: --—enable-blcr --enable-ftb
-—with-blcr-libpath=path --with-blcr-include=path
--with-ftb-libpath=path --with-ftb-include=path

eXtended Reliable Connection

— Default: disabled

— Disable: -—enable-xrc

HWLOC Support (Affinity)

— Default: enabled
— Disable: -—without-hwloc

4.5 Configuring a build for OFA-IB-Nemesis

The Nemesis sub-channel now is supported over OFA-IB. It can be built with:
$ ./configure --with-device=ch3:nemesis:ib

Configuration options for OFA-IB-Nemesis:

e Path to OpenFabrics Header Files

— Default: Your PATH
— Specify: --with-ib-include=path

e Path to OpenFabrics Libraries

— Default: Your PATH

12



— Specify: --with-ib-libpath=path
e Registration Cache

— Default: enabled

— Disable: --disable-registration-cache
e Header Caching

— Default: enabled

— Disable: --disable-header-caching

4.6 Configuring a build for uDAPL-CH3
The uDAPL interface is the default on Solaris. It can be explicitly selected on both Solaris and
Linux by configuring with:

$ ./configure --with-rdma=udapl

Configuration options for uDAPL

Path to OpenFabrics Header Files

— Default: Your PATH
— Specify: —-with-ib-include=path

Path to OpenFabrics Libraries

— Default: The systems search path for libraries.

— Specify: --with-ib-libpath=path

Path to the DAPL Header Files

— Default: Your PATH
— Specify: —-with-dapl-include=path

Path to the DAPL Library

— Default: The systems search path for libraries.

— Specify: --with-dapl-libpath=path

Default DAPL Provider

— Default: OpenlB-cma on Linux; ibd0 on Solaris
— Specify: --with-dapl-provider=type
* Where type can be found in:

- /etc/dat.conf on Linux
- Jetc/dat/dat.conf on Solaris
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e DAPL Version

— Default: 1.2

— Specify: --with-dapl-version=version
o Cluster Size

— Default: small
— Specify: ——with-cluster-size=level
* Where level is one of:
- small: < 128 processor cores
- medium: 128 - 1024 cores
- large: > 1024 cores

I/O Bus

— Default: PCI Express
— Specify: --with-io-bus=type
* Where type is one of:
- PCI_EX for PCI Express
- PCIX for PCI-X

Link Speed

— Default: SDR
— Specify: --with-link=type
* Where type is one of:
- DDR
- SDR

Registration Cache

— Default: enabled on Linux; enabled and not configurable on Solaris

— Disable (Linux only): --disable-registration-cache

Header Caching

— Default: enabled

— Disable: --disable-header-caching

HWLOC Support (Affinity)

— Default: enabled
— Disable: ——without-hwloc
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4.7 Configuring a build for QLogic PSM-CH3
The QLogic PSM interface needs to be built to use MVAPICH?2 on InfiniPath adapters. It can built
with:

$ ./configure --with-device=ch3:psm

Configuration options for QLogic PSM channel

e Path to QLogic PSM header files

— Default: The systems search path for header files
— Specify: --with-psm-include=path

e Path to QLogic PSM library

— Default: The systems search path for libraries

— Specify: --with-psm=path

To build and install the library we will need to run:
$ make

$ make install

4.8 Configuring a build for TCP/IP-CH3
The use of TCP/IP requires the explicit selection of a TCP/IP enabled channel. The recommended
channel is ch3:sock and it can be selected by configuring with:

$ ./configure --with-device=ch3:sock

Additional instructions for configuring with TCP/IP can be found in the MPICH2 documenta-
tion available at:

http://www.mcs.anl.gov /research/projects/mpich2 /documentation /index.php?s=docs

4.9 Configuring a build for TCP /IP-Nemesis

The use of TCP/IP with Nemesis channel requires the following configuration:
$ ./configure --with-device=ch3:nemesis

Additional instructions for configuring with TCP /IP-Nemesis can be found in the MPICH2 docu-
mentation available at: http://www.mcs.anl.gov/research/projects/mpich2/documentation/
index.php?s=docs
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5 Basic Usage Instructions

5.1 Compile Applications

MVAPICH?2 provides a variety of MPI compilers to support applications written in different pro-
gramming languages. Please use mpicc, mpif77, mpiCC, or mpif90 to compile applications. The
correct compiler should be selected depending upon the programming language of your MPI appli-
cation.

These compilers are available in the MVAPICH2 HOME/bin directory. MVAPICH2 installation
directory can also be specified by modifying $PREFIX, then all the above compilers will also be
present in the $PREFIX/bin directory.

5.2 Run Applications

This section provides instructions on how to run applications with MVAPICH2. Please note that
on new multi-core architectures, process-to-core placement has an impact on performance. Please
refer to Section 6.2 to learn about running MVAPICH2 library on multi-core nodes.

5.2.1 Running using mpirun rsh (for all interfaces including OFA-IB-CH3, OFA-IB-
Nemesis, OFA-iWARP-CH3, OFA-RoCE-CH3, PSM-CH3, uDAPL-CH3, TCP /IP-
CH3 and TCP/IP-Nemesis)

The MVAPICH team suggests users using this mode of job start-up for all interfaces. This mpirun_rsh
scheme provides fast and scalable job start-up. It scales to multi-thousand node clusters.

Prerequisites:

e Either ssh or rsh should be enabled between the front nodes and the computing nodes. In
addition to this setup, you should be able to login to the remote nodes without any password
prompts.

e All hostnames should resolve to the same IP address on all machines. For instance, if a
machine’s hostnames resolves to 127.0.0.1 due to the default /etc/hosts on some Linux distri-
butions it leads to incorrect behavior of the library.

Examples of running programs using mpirun _rsh:
$ mpirun rsh -np 4 n0 nl n2 n3 ./cpi

This command launches cpi on nodes n0, nl, n2 and n3, one process per node. By default ssh
is used.

$ mpirun_rsh -rsh -np 4 n0 nl n2 n3 ./cpi

This command launches cpi on nodes n0, nl, n2 and n3, one process per each node using rsh
instead of ssh.
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$ mpirun_rsh -np 4 -hostfile hosts ./cpi

A list of target nodes must be provided in the file hosts one per line. MPI ranks are assigned
in order of the hosts listed in the hosts file or in the order they are passed to mpirun_rsh. i.e., if
the nodes are listed as n0 nl n0 nl, then n0 will have two processes, rank 0 and rank 2; whereas
nl will have rank 1 and 3. This rank distribution is known as “cyclic”. If the nodes are listed
as n0 n0 n1 nl, then n0 will have ranks 0 and 1; whereas nl will have ranks 2 and 3. This rank
distribution is known as “block”.

Many parameters of the MPI library can be configured at run-time using environmental variables.
In order to pass any environment variable to the application, simply put the variable names and
values just before the executable name, like in the following example:

$ mpirun rsh -np 4 -hostfile hosts ENVi=value ENV2=value ./cpi
Note that the environmental variables should be put immediately before the executable.

Alternatively, you may also place environmental variables in your shell environment (e.g. .bashrc).
These will be automatically picked up when the application starts executing.

Other options of mpirun_rsh can be obtained using
$ mpirun_rsh --help
Note that mpirun_rsh is sensitive to the ordering of the command-line options.

There are many different parameters which could be used to improve the performance of ap-
plications depending upon their requirements from the MPI library. For a discussion on how to
identify such parameters, see Section 9.

Job Launch using MPMD execution mode: The mpirun_rsh framework also supports job
launching using MPMD mode. It permits the use of heterogeneous jobs using multiple executables
and command line arguments. The following format needs to be used:

$ mpirun_rsh -config configfile -hostfile hosts

A list of different group of executables must be provided to the job launcher in the file configfile,
one per line. The configfile can contain comments. Lines beginning with “#” are considered
comments.

For example:

#Config file example

#Launch 4 copies of exel with arguments argl and arg?2
-n 4 : exel argl arg2

#Launch 2 copies of exe2

-n 2 : exe2

A list of target nodes must be provided in the file hosts one per line and the allocation policy
previously described is used.
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Please note that this section only gives general information on how to run applications using
mpirun_rsh. Please refer to the following sections for more information on how to run the application
over various devices such as iWARP and RoCE.

5.2.2 Execution using an alternate group ID

mpirun_rsh can launch the tasks using an alternate group ID with the °

example:

‘-sg group” option. For

mpirun rsh -sg secondarygroup -np 2 hostl host2 ./a.out

This command executes the program a.out running the remote tasks using the secondarygroup
as their group ID.

5.2.3 Running using mpiexec.hydra (for all interfaces including OFA-IB-CH3, OFA-
IB-Nemesis, OFA-iWARP-CH3, OFA-RoCE-CH3, PSM-CH3, uDAPL-CH3, TCP /IP-
CH3 and TCP /IP-Nemesis)

The mpiexec.hydra is a process management system from Argonne National Laboratory (http:
//wiki.mcs.anl.gov/mpich2/index.php/Using the Hydra Process Manager). The following is
an examples of running programs using mpiexec.hydra:

mpiexec.hydra -f hosts -n 2 ./cpi
This command executes the cpi program on two hosts, whose names are in the file “hosts”.

This process manager has many features. Please refer to the above-mentioned Web page for
more details.

5.2.4 Running using SLURM

SLURM is an open-source resource manager designed by Lawrence Livermore National Laboratory.
SLURM software package and its related documents can be downloaded from: http://www.1l1lnl.
gov/linux/slurm

Once SLURM is installed and the daemons are started, applications compiled with MVAPICH2
can be launched by SLURM, e.g.

$ srun -n2 --mpi=none ./a.out

The use of SLURM enables many good features such as explicit CPU and memory binding. For
example, if you have two processes and want to bind the first process to CPU 0 and Memory 0, and
the second process to CPU 4 and Memory 1, then it can be achieved by:

$ srun --cpu-bind=v,map_cpu:0,4 --mem_bind=v,map mem:0,1
-n2 --mpi=none ./a.out

For more information about SLURM and its features please visit SLURM website.
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5.2.5 Running with Dynamic Process Management support

MVAPICH2 (OFA-IB-CH3 interface) provides MPI-2 dynamic process management. This feature
allows MPI applications to spawn new MPI processes according to MPI-2 semantics. The following
commands provide an example of how to run your application.

e To run your application using mpirun_rsh
$ mpirun rsh -np 2 -hostfile hosts MV2_SUPPORT_DPM=1 ./spawnl
Note: It is necessary to provide the hostfile when running dynamic process management
applications using mpirun_rsh.

e To run your application using mpiexec.hydra
$ mpiexec.hydra -n 2 -env MV2_SUPPORT.DPM 1 ./spawnl

Please refer to Section 11.62 for information about the MV2_SUPPORT _DPM environment variable.

5.2.6 Running with mpirun_rsh using OFA-iWARP Device
In MVAPICH2, OFA-iWARP support is enabled with the use of the run time environment variable
MV2_USE_IWARP _MODE.

In addition to this flag, all the systems to be used need the following one time setup for enabling

RDMA CM usage.

e Setup the RDMA CM device: RDMA CM device needs to be setup, configured with an
IP address and connected to the network.

e Setup the Local Address File: Create the file (/etc/mv2.conf) with the local IP address
to be used by RDMA CM. (Multiple IP addresses can be listed (one per line) for multirail
configurations).
$ echo 10.1.1.1 >> /etc/mv2.conf

Programs can be executed as follows:

$ mpirun_rsh -np 2 MV2_USE_IWARP_MODE=1 ENVi=valuel prog

The iWARP device also provides TotalView debugging and shared library support. Please refer
to section 5.2.11 and 5.2.12 for shared library and TotalView support, respectively.

5.2.7 Running with mpirun_rsh using OFA-RoCE Device

In MVAPICH2, OFA-RoCE support is enabled with the use of the run time environment variable
MV2_USE_RDMAOQOE.

Programs can be executed as follows:

$ mpirun rsh -np 2 MV2_USE_RDMAQOE=1 ENVli=valuel prog
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5.2.8 Running using mpiexec.hydra with uDAPL-CH3 Device

MVAPICH?2 can be configured with the uDAPL device, as described in the Section 4.6 . To compile
MPI applications, please refer to the Section 5.1. In order to run MPI applications with uDAPL
support, please specify the environmental variable MV2_DAPL_PROVIDER. As an example,

$ mpiexec.hydra -n 4 -env MV2_DAPL _PROVIDER OpenIB-cma ./cpi
or:

$ export MV2_DAPL_PROVIDER=OpenIB-cma

$ mpiexec.hydra -n 4 ./cpi

Please check the /etc/dat.conf file on Linux or /etc/dat/dat.conf on Solaris to find all the
available uDAPL service providers. The default value for the uDAPL provider will be chosen, if no
environment variable is provided at runtime. If you are using OpenFabrics software stack on Linux,
the default DAPL provider is OpenIB-cma for DAPL-1.2, and ofa-v2-ib0 for DAPL-2.0. If you are
using Solaris, the default DAPL provider is ibdo0.

The uDAPL device also provides TotalView debugging and shared library support. Please refer
to section 5.2.11 and 5.2.12 for shared library and TotalView support, respectively.

5.2.9 Running using mpiexec.hydra with TCP /IP

You would like to run an MPI job using IPoIB but your IB card is not the default interface for IP
traffic. Assume that you have a cluster setup as the following:

#hostname  Eth Addr IPolB Addr
computel  192.168.0.1 192.168.1.1
compute2  192.168.0.2 192.168.1.1
computed  192.168.0.3 192.168.1.1
computed  192.168.0.4 192.168.1.1

You will need to create a machine file for mpiexec.hydra that tells it to use a particular interface,
and then use the -iface option. Example:

$ cat - > $(MACHINE FILE) computel
compute2
computed
compute4

$ mpiexec.hydra -f MACHINE FILE -iface ib0 -n 4 ./appl

More information is at the url http://wiki.mcs.anl.gov/mpich2/index.php/Using the Hydra_
Process Manager#Hydra with Non-Ethernet Networks.
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5.2.10 Running using ADIO driver for Lustre

MVAPICH2 contains optimized Lustre ADIO support for the OFA-IB-CH3 device. The Lustre
directory should be mounted on all nodes on which MVAPICH2 processes will be running. Compile
MVAPICH2 with ADIO support for Lustre as described in Section 4. If your Lustre mount is
/mnt/datafs on nodes n0 and nl, on node n0, you can compile and run your program as follows:

$ mpicc -o perf romio/test/perf.c
$ mpirun rsh -np 2 n0O nl <path to perf>/perf -fname /mnt/datafs/testfile

If you have enabled support for multiple file systems, append the prefix “lustre:” to the name
of the file. For example:

$ mpicc -o perf romio/test/perf.c
$ mpirun_rsh -np 2 n0 nl ./perf -fname lustre:/mnt/datafs/testfile

5.2.11 Running using Shared Library Support

MVAPICH2 provides shared library support. This feature allows you to build your application on
top of MPI shared library. If you choose this option, you still will be able to compile applications with
static libraries. But as default, when you have shared library support enabled your applications will
be built on top of shared libraries automatically. the following commands provide some examples
of how to build and run your application with shared library support.

e To compile your application with shared library support. Run the following command:
$ mpicc -o cpi cpi.c

e To execute an application compiled with shared library support, you need to specify the
path to the shared library by putting LD_LIBRARY _PATH=path-to-shared-libraries in the

command line. For example:
$ mpiexec.hydra -np 2 -env LD_LIBRARY PATH $MVAPICH2_INSTALL/lib/shared

./cpi
or
$ mpirun rsh -np 2 n0 nl LD_LIBRARY PATH=/path/to/shared/lib ./cpi
e To disable MVAPICH2 shared library support even if you have installed MVAPICH2, run the

following command:
$ mpicc -noshlib -o cpi cpi.c

5.2.12 Running using TotalView Debugger Support

MVAPICH2 provides TotalView support. The following commands provide an example of how to
build and run your application with TotalView support. Note: running TotalView requires correct
setup in your environment, if you encounter any problem with your setup, please check with your
system administrator for help.

e Define ssh as a TVDSVRLAUNCHCMD variable in your default shell. For example, with bashrc,
you can do:
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$ echo "export TVDSVRLAUNCHCMD=ssh" >> $HOME/.bashrc

Configure MVAPICH2 with the configure options --enable-g=dbg --enable-sharedlibs=<kind>
--enable-debuginfo CFLAGS=‘-D_XOPEN_SOURCE=600’ in addition to the default options and
then build MVAPICH2. kind may be gcc for standard gee, osz-gee for OS/X and solaris-cc

for solaris native compilers

Compile your program with a flag -g:
$ mpicc -g -o prog prog.c

Define the correct path to TotalView as the TOTALVIEW variable. For example, for mpirun_rsh,
under the bash shell:

$ export TOTALVIEW=<path to_TotalView>

or for mpiexec, under bash shell:

$ export MPIEXEC_TOTALVIEW=<path to_TotalView>

Run your program:
$ mpirun rsh -tv -np 2 nO nl LD_LIBRARY PATH=$MVAPICH2 INSTALL/lib/shared:

$MVAPICH2 INSTALL/1ib prog

$ mpiexec -tv -np 2 -env LD _LIBRARY PATH $MVAPICH2_INSTALL/lib/shared:
$MVAPICH2_INSTALL/1ib prog

Troubleshooting;:

— X authentication errors: check if you have enabled X Forwarding
$ echo "ForwardX1l yes" >> $HOME/.ssh/config

— ssh authentication error: ssh to the computer node with its long form hostname, for
example, ssh i0.domain.osu.edu
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6 Advanced Usage Instructions

In this section, we present the usage instructions for advanced features provided by MVAPICH2.

6.1 Running with Customized Optimizations (for OFA-IB-CH3, OFA-iWARP-
CH3 and OFA-RoCE-CH3 Devices)

In MVAPICH2 1.5 , run-time variables are used to switch various optimization schemes on and off.
Following is a list of optimizations schemes and the control environmental variables, for a full list
please refer to the section 11:

e Adaptive RDMA fast path: using RDMA write to enhance performance for short mes-
sages. Default: on; to disable:
$ mpirun rsh -np 2 n0 nl MV2_USE_RDMA_FAST_PATH=0 prog
or
$ mpiexec.hydra -n 2 -env MV2_USE_RDMA FAST PATH O prog

e Shared-receive Queue: This feature is available only with Gen2-1B devices. This is tar-
geted for using Shared Receive Queue (SRQ). Default: on; to disable:
$ mpirun rsh -np 2 n0 nl MV2_USE_SRQ=0 prog
or
$ mpiexec.hydra -n 2 -env MV2_USE_SRQ O prog

e Optimizations for one sided communication: One sided operations can be directly built
on RDMA operations. Currently this scheme will be disabled if on-demand connection man-
agement is used. Default: on; to disable:
$ mpirun rsh -np 2 nO nl MV2_USE_RDMA_ONE_SIDED=0 prog
or
$ mpiexec.hydra -n 2 -env MV2_USE_RDMA_ONE_SIDED O prog

e Lazy memory unregistration: user-level registration cache. Default: on; to disable:
$ mpirun rsh -np 2 n0 nl MV2_USE_LAZY _MEM_UNREGISTER=0 prog
or
$ mpiexec.hydra -n 2 -env MV2_USE_LAZY MEM_UNREGISTER O prog

6.2 Running with Efficient CPU (Core) Mapping
MVAPICH2-CHS3 interfaces support architecture specific CPU mapping through the Portable Hard-

ware Locality (hwloc) software package. By default, the HWLOC sources are compiled and built
while the MVAPICH?2 library is being installed. Users can choose the “—disable-hwloc” parameter
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while configuring the library if they do not wish to have the HWLOC library installed. However,
in such cases, the MVAPICH2 library will not be able to perform any affinity related operations.

There are two major schemes as indicated below. To take advantage of any of these schemes, the
jobs need to run with CPU affinity turned on (default). If users choose to set MV2_ENABLE_AFFINITY
to 0, then the kernel takes care of mapping processes to cores and none of these schemes will be
enabled.

6.2.1 Using HWLOC for CPU Mapping

Under this scheme, the HWLOC tool will be used at job-launch time to detect the processor’s
micro-architecture, and then generate a suitable cpu mapping string based. Two policies are cur-
rently implemented: “bunch” and “scatter”. By default, we choose to use the “bunch” map-
ping. However, we also allow users to choose a binding policy through the run-time variable,
MV2_CPU_BINDING_POLICY. (Section 11.11)

For example, if you want to run 4 processes per node and utilize “bunch” policy on each node,
you can specify:

$mpirun rsh -np 4 -hostfile hosts MV2_CPU_BINDING_POLICY=bunch ./a.out

The CPU binding will be set as shown in Figure 2.

socket0 socketl socketO socketl
corgl_@_ core cof{r;l_ care3 core0 J_g\rez corel core3
X o~ — o . — —
’( ( ( () Punch 1 fanko ﬂankﬂ ( (
. \_____,/ |::> \ \____/’
/--— .—-——-\ . . /.—-'——H. .—-——-\ "
( '/ f/ -'f .'{;1 k2) | rank??‘, .'f .’/_
\ \ \ ) \-_—/,f \
cored coreb core5 core? | cored coreb core5 core’

Figure 2: Process placement with “bunch” CPU binding policy

If you want to run 4 processes per node and utilize “scatter” policy on each node, you can
specify:

$mpirun rsh -np 4 -hostfil