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Prometheus

= Computer monitoring
database software
that stores data
received from various
exporters
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Prometheus Configuration

lglobal:
scrape_interval: 15s

rule_files:
- alert.rules.yml

alerting:
alertmanagers:
- static_configs:
- targets:
- localhost:9093

scrape_configs:

- job_name: ‘prometheus’
scrape_interval: 60s
scrape_timeout: 30s
static_configs:
- targets: ['localhost:8000",'el:9100",'e4:9100", 'e5:9100", 'e6:9100", 'e7:9100", 'e8:9100", 'e9:9100", '€10:9100", 'el11:9100']

job_name: 'blackbox'
metrics_path: /probe
params:

module: [http_2xx,icmp]
static_configs:

- targets:

- https://www.google.com
https://hpc.11n1.gov
://1c.11n1.gov

relabel_configs:
- source_labels: [__address__]
target_label: __param_target
- source_labels: [__param_target]
target_label: 1instance
- target_label: __address__
replacement: localhost:9115
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Exporters

= Scrape various
data from the

nodes

— Node Exporter

— IPMI Exporter

— Blackbox
Exporter

E NP Moosde Exporter

ACTIVE ACTIVE ACTIVE ACTIVE

88 Nickel RAM -

Node None ~
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Grafana

= Grafanais a
versatile Ul

= Displays the data
from Prometheus
on dashboards
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Main Dashboard

07:31-2018

4:09:52 PM

9 88 Cluster Nodes Ready -

Nickel Cluster

UP

Radon Cluster

Boron Cluster
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HECHEIVED
SENT

G[’aph General Metrica Axes Legend Display Alert Time range

Data Source  Mickel Prometheus =

sum(irate (node_network_receive bytes_total{instance=~"$node™}[5m]))

Legend format RECEIVED Min step Resolution i Format as Time series Instant
- sum(irate(node_network_transmit bytes_total{instance=~"%node"}[5m]})

Legend format SENT Min step Resolution 1 Time series ~  Instant

Add Query
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Drilldowns
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Alertmanager Configuration

global:

i.‘ﬂig:?’rnﬁrrnth?i%e;; anage et i'l'ln'l,gox-' . Alertmanager groups and

smtp_require_tls: false

rc»;}:z;p_bw ["alertname’, 'instance’, "severity’] Se n d S a I e rtS W h e n Ce rta i n

group_wait: 30s
group_interval:

o e, metrics reach a threshold
routes:
- match:
severity: critical
: TeslaMan

= Sends alerts over email and
s Slack to different groups
SR depending on the type of

Inl.gov,
name: 'TeslaMan'

email_conf
@11n1.gov"

< 0.20

rule_files:
- alert.rules.yml summary: "RAM usage has surpassed 8

alerting: alert: very_low_ram

expr: sum(node_memory_MemFree_bytes) / sum(node_memory_memTotal_bytes) < 0.05

alertmanagers: for: 1m

- static_configs:
- targets:
- localhost:9093

"y: "RAM usage has surp

Lawrence Livermore National Laboratory N I&g 9

LLNL-PRES-xxxxxx National ucfoar Security.



Alert Examples

Mon 7/30/2018 2:56 PM

Alel'tS A alertmanager@smtp.linl.gov

© Snow anmotatons [FIRING:1] low_ram page

To @ Bihari, Enikoe; @ Davis, Bradley Taylor; C purcell8@lInlgov.localdomain

low_ram (0 active} o If there are problems with how this message is displayed, click here to view it in a web browser.

alert: low_ram
expr: sum(node_memory MemFree_bytes)
/ sum(node_memory_MemTotal bytes) < @.2

I";’l“" 1 alert for alerthame=low_ram severity=page
abels:

severity: page
annotations:

summary: RAM usage has surpassed 8% View inF: IertManage

very_low_ram (0 active) -
[1] Firing

alert: very_low_ram
expr: sum(node memory MemFree_bytes) Labels

/ sum(node_memory_MemTotal_bytes) < 8.85 alertname = low_ram
for: Im severity = page
Tl o nteten Annotations

severity: critica

e summary = RAM usage has surpassed 80%

annotations:

summary: RAM usage has surpassed 95% M

Sent by AlertManager
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Scalability With Ansible

= Automated the installation and
configuration of Prometheus, Grafana, etc.
with Ansible

= Allows for scalability for future use
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Questions?
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Disclaimer

This document was prepared as an account of work sponsored by an agency of the United States
government. Neither the United States government nor Lawrence Livermore National Security, LLC,
nor any of their employees makes any warranty, expressed or implied, or assumes any legal liability
or responsibility for the accuracy, completeness, or usefulness of any information, apparatus,
product, or process disclosed, or represents that its use would not infringe privately owned rights.
Reference herein to any specific commercial product, process, or service by trade name, trademark,
manufacturer, or otherwise does not necessarily constitute or imply its endorsement,
recommendation, or favoring by the United States government or Lawrence Livermore National
Security, LLC. The views and opinions of authors expressed herein do not necessarily state or reflect
those of the United States government or Lawrence Livermore National Security, LLC, and shall not be
used for advertising or product endorsement purposes.
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Overview

= What is Livmomi?

= Why does it matter?

= Expanding Feature-set Controls
= Challenges

= Research Topics

= Wrap Up
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VMware Environment

{ VCenter j

/N

[ Hypervisorl } { Hypervisor2

/[ \ /
L wmm
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What is Livmomi?

= Livmomi: Set of scripts (developed within LC) written in Python
using the Pyvmomi open-source API
— Pyvmomi: Python VMware Managed Object Management Interface

— Allows us to manage and gather information about VMs

= VMware environment consist of vCenters and hypervisors used
for hosting and monitoring VMs

s Pyvmomi Instance —

» »

Livmomi Script _ vCenter

- [Decode/format/translation] <+

vmware ﬁ
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Why Does it Matter?

= What used to take minutes
using VMware’s vSphere
GUIl is done in seconds with
Livmomi AT pev———

Wl Memony 468

= Various features are not B T

|- Recent Tasks -

|"E‘; Navigator = || [f tocalnostiocaidomain
Manags ) Gatvcentar Gaver | ¥ Craata/Register v | [ Shutdown [Fx Reboat | (3 Refrash | £ Actions
Maonitar — lecalhest.localdomain CPU FREE 25 Gz
: : g Fi “ersion: 5.0.0 (Build 3620759) m A 52:GH.z’.
u n C re a S e e I C I e l l C a n « (51 Virtual Machines i 3 Slate: Hormel (not cornected to any wCenter Ser
+ [ Windows-01 Uptime 0.03 days MEMORY FREE: 252 68
Manitor USED: 1.38 GB CAPACITY 468
. L] L]
ro u Ct IV I t I l l LC HoreVis.. STORAGE FREE: 1183 68
p y aslurage 3 USED: 292 MB CAPACITY:- 12.6 s%n
QNe!wnrking
.
InTrastructure clusters |
Manufacturer’ Viware, Inc. |
| model Whtweare Yirtual Plationm |
¥ [ crPu 2 CPUs x Sie-Core AMD Opteron{tm) Processar 8435 |

Task | Target ~ | Initiglor  »  GQueded ~  Started v Result ~ Completed v+

[
S u O rt e d VI a t h e G U I Powr On Vi (5 Wiin doie-0) root 03M9201801... 0319201601, @ Comp
Create UM wm raot 039/2016 01 03192016 01 @ coma

031262016 01...

03/119/2016 01

= Who's using it
— SAG, LC
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Powering On and Off VMs

* New script that was added to the Livmomi suite
* Powers on and off VMs

* Supports hostlists and wildcards

* Returns status if operation is already complete

(venv) [cardiel2@igw2:1ivmomi]$ ./power_vm.py --host 192.168.60.17 --user administrator --password --vm Tt-vm[1l

-2,6] --operation power_on

Powering on VM:T1t-vml

M: Tt-vml has successfully powered on.
M: Tt-vm2 is already on

M: Tt-vmé is already on
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Retrieving Host Info From Specified VMs

* View the power states of VMs

(venv) [xie3@Igw2:Tivmomil]$ ./get_host_vms.py --host 192.168.60.17 --user administrator --password
--human --state

.16

. PoweredOn

: PoweredOn

: Poweredon

/m4: Poweredon

. PoweredOn
Tt-vm2: PoweredOn
Tt-vml: PoweredoOn

e Find a VM's host given its name

(venv) [xie3@Igw2:Tivmomi]$ ./get_host_vms.py --host 192.168.60.17 --user administrator --password
--human --vm 1t-vm4

192.168.60.16
Tt-vm4

* All flags can be combined together
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VM Snapshot Operations by Snapshot ID

* Snapshots previously were being identified by the name

* Now operations can be done by using the snapshot ID

Displaying list of snapshots on '||tu:—11 machine 1t-vml

v 1t S 8 napshot ID: 11; Description: ; CreateTime: 2
; pshot name: Snaps 2 napshot ID: 12; Description: ; CreateTime:

VvM: 1t-vm pshot name DS 20 napshot ID: 13; Description: ; CreateTime: 2

The total number of snapshots for wM: Tt-vml i

[shorti@lgw2:1ivmomil$ ./snapshot_vm.py --vm 1t-vml --operation remove --snap_id 13 --host 192.168.60.17
Removing snapshot Snapshot-2018-08-08 from wM: It-wvml
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Other Tasks and Features

Testing

* Created colorize() function to add color and highlights  LEESl]
to output Testing
Testing

Testing

* Fixed parse_hostlist() function to support lists with
names that include dashes

* Created splitter() to replace parse_hostlist()
* Faster run times
* Flexible user input formatting
* Ordered output

1t-vm[1,2,3-5,9-10,50-90]

r'1t-vmis*', '1t-vm2', *1t-vm3*, "1t-vm4', "1t-vms', '1t-vmg', '1t-vmlO', "T1t-vm50', 'T1t-vm51l",

"1t-vm52', "1t-vms53', "1t-vm54', '1t-vm55', "1t-vmsé', '1t-vm57', '1t-vm58°', 'Tt-vm59', "T1t-vm
60', "1t-vmel', '1t-vme2', '1t-vme3*', "'1t-vme4', "1t-vme5', '1t-vmee', "1t-vme7', "1t-vme8"', '
1t-vme9', "1t-vm70', '1t-vm71', "'1t-vm72', '1t-vm73', 'l1t-vm74', "Tt-vm75', '1t-vm7eé’', '1t-vm7
"1t-vm85"', "1

!

7', '"1t-vm78', '1t-vm79', "1t-vm80', '1t-vm81l', '1t-vm82', "1t-vm83', 'l1t-vm84',
t-vm86', "1t-vm87', "1t-vm88', "1t-vmB89', '1t-vm90']
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Improvement on Host Lists Parsing Time

Percent Speed Increase
(splitter vs. parse_hostlist)

1200.00%

10:0:0.00%
-_-'""'--__

—

800.00%

600.00%

400.00%

% Speed Increase

200.00% —

0.00%

Trial #

—rEal o |_|SET _5|"5

Real: actual process run User: time required by CPU to || Sys: time required by CPU
time beginning to end execute user-defined code to execute system calls

e

o
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Challenges

= Working with the Pyvmomi APl and figuring out its intricacies
= Some of the Pyvmomi documentation is outdated

= Unable to use Git in the testing environment due to security
limitations
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Research Topics

* What's the best way to customize the OS on a newly cloned
VM?

* |sit possible to migrate one vm to another environment all
together?

» Create a script that will update a ESXi/Host

Lawrence Livermore National Laboratory A\t X
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What's Next

= Wrap Livmomi up into a RPM for easier installation on LC
systems

= Expand the Pyvmomi API
= Adding new functionality to Livmomi

= Implement Chris Moussa's parse_hostlist function
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Disclaimer

This document was prepared as an account of work sponsored by an agency of the United States
government. Neither the United States government nor Lawrence Livermore National Security, LLC,
nor any of their employees makes any warranty, expressed or implied, or assumes any legal liability
or responsibility for the accuracy, completeness, or usefulness of any information, apparatus,
product, or process disclosed, or represents that its use would not infringe privately owned rights.
Reference herein to any specific commercial product, process, or service by trade name, trademark,
manufacturer, or otherwise does not necessarily constitute or imply its endorsement,
recommendation, or favoring by the United States government or Lawrence Livermore National
Security, LLC. The views and opinions of authors expressed herein do not necessarily state or reflect
those of the United States government or Lawrence Livermore National Security, LLC, and shall not be
used for advertising or product endorsement purposes.
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Objectives

I.  Use a configuration management system
(i.e. ansible) to integrate the configuration
of an HPSS test environment

. Use the configuration management with
the cluster deployment to fully automate
the HPSS install

I1l.  Enable efficient testing of the HPSS
environment

IV. Present packaged automation to the HPSS
team

LLLLLLLL

NIYSH -



Our Project

= Decide on which automation configuration management system
to use

= Automate instructions from the HPSS deployment guide which
do not require the GUI

= Automate the configuration of a test HPC cluster using ansible

= Introduce and teach ansible and its use to the HPC Academy
members

L HPSS

High Performance Storage System
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Ansible o

= What is ansible?

— Ansible is an open source configuration management tool that is quickly
gaining popularity

— Created to orchestrate multi-tier applications across clouds

— Helps with software provisioning, configuration management, and
application deployment

= Why ansible?
— Created to counter difficulties of the other programs

— The ansible team wanted to make something simple and easy to use so
that people could just get and go

— Well documented and has a great support community

— All functions are performed over SSH
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Ansible Usage in 2016
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Ansible Usage in 2017
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Ansible: Start to Finish

Pool of running servers
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HPSS

= HPSS (High Performance Storage System) is a hierarchical file
system software system designed to store and manage
petabytes of data on disk and tape libraries in a network-
centered, cluster-based environment

= HPSS is used in many large HPC sites (such as LLNL) to manage
files on tape and disk

Lawrence Livermore National Laboratory N ‘Y% 9

LLNL-PRES-xxxxxx



What we did

= Researched and studied what ansible is and how it works

= Implemented configuration tasks using ansible on the HPC test
cluster

= Worked from an internal HPSS deployment document
— Analyzed each section and split up the tasks

— Automated most of sections 6-13 using ansible
« Some sections could not be automated due to use of a GUI

» Other sections were optional or used tools not required by LLNL
— Used the HPC test cluster to test the automated HPSS deployment
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The Automation of Section 7

7. Setting semaphore values

Adjust the semaphore values and sysctl settings (do this for core and movers):

1. Determine the amount of system memory.

# grep "MemTotal"™ /proc/meminfo
MemTotal: 49398860 kB

Memory in bytes = 40398860%1024 = 50584432640
Memory in GB = 40308860/1024/1024 = 47

2. Calculate the following variables which will be used to set the semaphore settings in /etc/sysctl.conf.

Table 1. Kernel Parameter Expressions

Memory_in_Bytes MemTotal * 1024

Memory_in_GB MemTotal / 1024 / 1024

shmmax Memory_in_Bytes

shmall 2 * Memory_in_Bytes / 4096

shmmni 256 * Memory_in_GB

sem 256 256000 32 <1024 * Memory_in_GB>

msgmni 1024 * Memory_in_GB

. . 2
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The Automation of Section 7

core_MemTotal: 657 # total memory from /pro
core_Memory_in_Bytes: ¢ j MemTota
core_Memory_in_GB: # cor al/1c 1
core_shmmax :

lemory_1in_G

core_msgmax:
core_space: =
hosts: atest
mover_MemTotal:
_Memory_in_Bytes: vars_files:
Memory_in_GB: memy .yml
I EVE
mall:

name: append kernel variable to core sysctl.conf
blockinfile:
dest: /etc/sysctl.conf

_msgmax: 65536 . the m
mover_space: 0 max =

11
L 1L i |
kernel. ni [ { re_msgmni
kernel.
kernel.
kernel.

name: commit changel
command: /usr/shin/sysct]l -p

LLNL-PRES-xxxxx
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Challenges

= Getting the HPSS deployment documentation

= Time (haven’t verified end to end deployment process)

= Understanding ansible, ansible syntax, and ansible error handling
= Bringing the HPC test cluster back up after a power glitch

= Documentation targeted someone familiar with HPSS and had access
to the standard testing environment

= Wanted to use ansible modules rather than just using the ansible
command line option

— Figuring out how to do it the “ansible way”
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Conclusion

= Ansible

— Easy to use and quick to pick up
— Must be very careful with syntax (tabs vs spaces)
— Allows flexibility for what we wanted to do (HPSS and cluster build)

— Good fit for automating the HPSS documentation

= Successfully automated required sections of the HPSS
deployment document
— On track to achieving goal of minimal human command line input

— Once required variables are saved into the variable files, running one
command installs the specified section file

Lawrence Livermore National Laboratory N I&"é 14
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What’s Next? HIF

High Performance Storage System

= Continue automation of the HPSS deployment
— Clean up commenting and code
— End to end testing and verification process

— Adding in flags to allow user to specify which part they want to install

= Create a detailed README

— How to use ansible to automate parts of the HPSS deployment
documentation

— Include what prerequisites are needed before running playbook

= Use ansible to automate the cluster install of the HPC test
cluster
— Fully automate the cluster build and package it for future reference

— Make it easy to add in minor changes

Lawrence Livermore National Laboratory N "% 15
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