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Prometheus Configuration

lglobal:
scrape_interval: 15s

rule_files:
- alert.rules.yml

alerting:
alertmanagers:
- static_configs:
- targets:
- localhost:9093

scrape_configs:

- job_name: ‘prometheus’
scrape_interval: 60s
scrape_timeout: 30s
static_configs:
- targets: ['localhost:8000",'el:9100",'e4:9100", 'e5:9100", 'e6:9100", 'e7:9100", 'e8:9100", 'e9:9100", '€10:9100", 'el11:9100']

job_name: 'blackbox'
metrics_path: /probe
params:

module: [http_2xx,icmp]
static_configs:

- targets:

- https://www.google.com
https://hpc.11n1.gov
://1c.11n1.gov

relabel_configs:
- source_labels: [__address__]
target_label: __param_target
- source_labels: [__param_target]
target_label: 1instance
- target_label: __address__
replacement: localhost:9115
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Exporters
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Grafana

= Grafanais a
versatile Ul

= Displays the data
from Prometheus
on dashboards
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Main Dashboard
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Drilldowns
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Alertmanager Configuration

global:

::::Eg:?ﬂ%ﬁ?hg’z%éréglgﬁg;t;?fggﬁégi11n1 .gov' o Al e rt m a n a ge r g ro u p S a n d

smtp_require_tls: false

m;EgL:Jp_by: ["alertname’, "instance’, "severity'] Sends alerts When Certain

group_wait: 30s
group_interval: 5m

s metrics reach a threshold

routes:
- match:
severity: critical
receiver: TeslaMan

inhibit_rules:

= Sends alerts over email and
e et Slack to different groups

target_match:
severity: 'page’

depending on the type of

- name:
emai]_confiﬁs:
- to: 'bihari2@l1nl.gov, davis282@]inl.gov, purcell8@lInligov’

- name: 'Teslaman’ a |e rt

email_configs:
- to: 'dixon30@]1TnT.gov’
groups:
- name: RAM
rules:
- alert: low_ram
$xpr: sum(node_memory_MemFree_bytes) / sum(node_memory_MemTotal_bytes) < 0.20
or: 1m
labels:
. . severity: "page”
rule_files: annotations:
- alert.rules.yml summary: "RAM usage has surpassed 80%"

alerting: alert: very_low_ram

alertmanagers: iégf:1;um(node_memory_MemFree_bytes) / sum(node_memory_MemTotal_bytes) < 0.05

- static_configs: labels:
- targets: severity: "critical”

- localhost:9093 annotations: »
summary: "RAM usage has surpassed 95%
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Alert Examples

Mon 7/30/2018 2:56 PM

Alel'tS A alertmanager@smtp.linl.gov

© Snow anmotatons [FIRING:1] low_ram page

To @ Bihari, Enikoe; @ Davis, Bradley Taylor; C purcell8@lInlgov.localdomain

low_ram (0 active} o If there are problems with how this message is displayed, click here to view it in a web browser.

alert: low_ram
expr: sum(node_memory MemFree_bytes)
/ sum(node_memory_MemTotal bytes) < @.2

I";’l“" 1 alert for alerthame=low_ram severity=page
abels:

severity: page
annotations:

summary: RAM usage has surpassed 8% View inF: IertManage

very_low_ram (0 active) -
[1] Firing

alert: very_low_ram
expr: sum(node memory MemFree_bytes) Labels

/ sum(node_memory_MemTotal_bytes) < 8.85 alertname = low_ram
for: Im severity = page
Tl o nteten Annotations

severity: critica

e summary = RAM usage has surpassed 80%

annotations:

summary: RAM usage has surpassed 95% M

Sent by AlertManager
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Scalability With Ansible

= Automated the installation and
configuration of Prometheus, Grafana, etc.
with Ansible

= Allows for scalability for future use
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Questions?
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Disclaimer

This document was prepared as an account of work sponsored by an agency of the United States
government. Neither the United States government nor Lawrence Livermore National Security, LLC,
nor any of their employees makes any warranty, expressed or implied, or assumes any legal liability
or responsibility for the accuracy, completeness, or usefulness of any information, apparatus,
product, or process disclosed, or represents that its use would not infringe privately owned rights.
Reference herein to any specific commercial product, process, or service by trade name, trademark,
manufacturer, or otherwise does not necessarily constitute or imply its endorsement,
recommendation, or favoring by the United States government or Lawrence Livermore National
Security, LLC. The views and opinions of authors expressed herein do not necessarily state or reflect
those of the United States government or Lawrence Livermore National Security, LLC, and shall not be
used for advertising or product endorsement purposes.



