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Suppose that we are given a fixed amount of function
evaluations to solve a problem with a genetic algo-
rithm (GA). How would we divide these evaluations
to maximize the expected quality of the solution? One
possibility would be use all the evaluations in one run
of the GA with the largest population size possible.
It is well known that the solution quality improves
with larger populations. However, we could also use
a smaller population and run the GA multiple times.
The expected quality per run would decrease, but we
would have more chances of reaching a good solution.
The objective of this study is to determine what con-
figuration reaches the best solutions. The scope of the
results is limited to additively decomposable functions.

Some previous studies suggest that multiple runs are
preferable, but it is not entirely clear under what con-
ditions this holds, and there are conflicting reports.
Also, if multiple populations were preferable, why are
more practitioners not using them? This paper argues
that multiple runs are preferable only in limited con-
ditions, and that in most interesting cases the single
largest run possible reaches the best solution. In addi-
tion, the results of this paper may explain some claims
of superlinear speedups of multiple parallel runs and
to determine when random search outperforms a GA.

The quality reached by multiple runs is better than
one run if the following inequality holds:
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where P, is the probability that each of the multiple
runs reaches the desired solution, P, is the probability
that the single largest possible run reaches the solu-
tion, m is the number of building blocks of the prob-
lem, and ... is the expected (normalized) quality of
the best of r runs. This equation shows that multiple
runs are more likely to be beneficial on short problems
(small m), everything else being equal, but interest-
ing problems may be very long. Multiple runs can
also be advantageous when the difference between the
solution qualities is small. This may happen at very
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Figure 1: Ratio of the quality of multiple runs vs. a single
run varying the size of the problem.

Figure 2: Quality of multiple runs of size 1 vs. a single
run varying the order of the BBs and the number of runs.

small population sizes (where the quality is poor even
in the single-run case) and when the quality does not
improve much after a critical population size.

Figure 1 shows that multiple runs perform better when
m is small. We did experiments with the one-max
function, keeping the population size per run fixed at
n, = 10. The results clearly show that as the prob-
lems become longer, the single large runs find better
solutions than the multiple runs. Figure 2 shows pre-
dictions that show that random search (an extreme
case of multiple runs) actually finds solutions that are
better than a GA, expecially as the order of the BBs
becomes larger. However, this only happens at low
population sizes when P; =~ P.. The results suggest
that for difficult problems our best bet is to use a single
run with the largest population possible.



