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Abstract

We present a fourth order accurate finite difference method for the elastic
wave equation in second order formulation, where the fourth order accuracy
holds in both space and time. The key ingredient of the method is a bound-
ary modified fourth order accurate discretization of the second derivative with
variable coefficient, (µ(x)ux)x. This discretization satisfies a summation by
parts identity that guarantees stability of the scheme. The boundary con-
ditions are enforced through ghost points, thereby avoiding projections or
penalty terms, which often are used with previous summation by parts opera-
tors. The temporal discretization is obtained by an explicit modified equation
method. Numerical examples with free surface boundary conditions show that
the scheme is stable for CFL-numbers up to 1.3, and demonstrate a significant
improvement in efficiency over the second order accurate method. The new
discretization of (µ(x)ux)x has general applicability, and will enable stable
fourth order accurate approximations of other partial differential equations as
well as the elastic wave equation.

1 Introduction

The benefits of higher order accurate schemes for wave propagation have been known
for a long time [10, 8], but have mostly been developed for first order hyperbolic
systems. For second order hyperbolic systems, higher order accurate finite difference
schemes that satisfy the summation parts principle have only been developed for
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constant coefficients [15]. In particular, it has not been known how to construct a
provably stable, higher order accurate, finite difference scheme for the elastic wave
equation that handles free surface boundary conditions and heterogeneous material
properties.

We have previously developed second order accurate discretizations of the elas-
tic wave equation, where the spatial discretization satisfies a summation by parts
principle [16, 1, 20] that guarantees stability of the method. In the present paper,
we generalize our techniques to fourth order of accuracy in both space and time. We
construct a fourth order accurate finite difference approximations of second deriva-
tive terms such as ∂/∂x(µ∂u/∂x), where µ > 0 is a variable coefficient and u is
the dependent variable. The discretization is consistent with previous summation
by parts stencils for approximating first derivatives [12, 22, 3, 21], which can be
combined to approximate cross-terms like ∂/∂y(µ∂u/∂x). Our discretizations en-
force the necessary relations between the stencils for the second derivatives and the
cross terms. As a result, our scheme satisfies a discrete energy estimate, and is
therefore energy stable. An additional benefit of our higher order discretization of
∂/∂x(µ∂u/∂x) is that it is designed to use one ghost point outside of the computa-
tional domain. The solution value at this ghost point is determined by the discrete
boundary condition. Hence, the boundary conditions can be enforced pointwise,
instead of using the penalty terms of previous summation by parts schemes [2, 3].
We design the new discretization of second derivatives such that the requirements
for obtaining an energy stable scheme are satisfied, independently of how the coef-
ficient µ varies in space. This property also allows us to treat general curvilinear
coordinate mappings.

Several numerical methods have previously been developed for solving the elastic
wave equation. The fourth order staggered grid finite difference method proposed
by Virieux [23], Levander [13], Graves [6], and others, has been used extensively for
seismic wave simulations. This method discretizes the elastic wave equation as a
first order hyperbolic system using the velocity-stress formulation. The method is
fourth order accurate in space, but only second order in time. The method uses a
regular Cartesian grid with constant grid spacing and is limited to flat topographies.
Analysis of the stability of the method, e.g. [13], uses Fourier techniques and is
limited to the periodic problem with homogeneous material properties.

The spectral element method was used by Komatitish and Tromp [9] to obtain
a spatially high order approximation of the elastic wave equation in second order
formulation. The stability of the spectral element method is obtained through the
energy method, which also is used to prove stability of the finite difference method
based on summation by parts operators. In the spectral element method, a different
discretization stencil is used at each interior node point in each element, even on a
regular Cartesian grid. In contrast, the summation by parts formulas only prescribe
different stencils at a fixed number of points near a physical boundary. Because of
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the clustering of internal node points near the element boundaries, spectral element
methods must use a smaller explicit time step than finite difference methods of the
same order of accuracy. To allow for realistic topographies and variable grid size,
the spectral element method is often implemented on an unstructured hexahedral
grid, which needs to be conforming. Compared to a finite difference method, the
unstructured nature of the grid makes an efficient implementation more challenging,
in particular on modern massively parallel machines. Furthermore, the generation
of a high quality unstructured hexahedral grid can be difficult and time consuming.

Dumbser and Kaser [4] developed a high order accurate discontinuous Galerkin
method for solving the elastic wave equation in first order formulation on an unstruc-
tured tetrahedral mesh. Compared to the conforming hexahedral mesh used in the
spectral element method, a tetrahedral mesh allows for greater flexibility for treating
complex geometries. A discontinuous Galerkin method on a non-conforming hexa-
hedral mesh was used by Wilcox et al. [24] to solve the mixed elastic-acoustic wave
equation in seismic applications. Allowing for hanging nodes significantly simplifies
the mesh generation in seismic applications, where the grid size often only needs to
depend on the depth below the topography. Similar to the spectral element method,
the explicit time step restriction is considerably more limiting for the discontinuous
Galerkin method compared to a finite difference method of comparable accuracy.

A spectral discretization of the first order formulation of the elastic wave equation
was analyzed by Feng et al. [5]. The boundary conditions were enforced by a penalty
term, and the material was assumed to be homogeneous.

The remainder of the paper is organized as follows. Basic properties of summa-
tion by parts operators are reviewed in section 2. In section 3, we derive a fourth
order accurate summation by parts operator for approximating ∂/∂x(µ∂u/∂x). In
section 4, we use the new operator to discretize the elastic wave equation in space
and time. We prove an energy estimate for the fully discrete problem. To simplify
the presentation, we limit the analysis to two space dimensions with one periodic
direction. From this description it is straightforward to generalize the results to
three space dimensions with traction free or Dirichlet boundary conditions on dif-
ferent sides of the domain. Numerical experiments are presented in section 5, and
conclusions are given in section 6.

2 Summation by parts operators for second deriva-
tives

In [16], we presented a second order accurate finite difference discretization of the
elastic wave equation in second order formulation. We were able to prove that
the discrete energy is conserved by the scheme, for the equations with variable
coefficients on a bounded domain with traction free or Dirichlet boundary conditions.
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The spatial operator in the elastic wave equation consists of second derivative
terms such as (µux)x, and cross-terms like (µuy)x. The finite difference scheme
in [16] uses a summation by parts finite difference operator, D2, to approximate
the first derivatives in the cross-terms, and another finite difference operator, G2,
to approximate the terms of the form (µux)x. We exemplify these operators on a
one-dimensional domain 0 ≤ x ≤ 1, discretized by the grid points j = 0, . . . , N + 1,
with boundaries at j = 1 and j = N . The constant grid spacing is h = 1/(N − 1).
The operators used in [16] are given by

D2uj =






(uj+1 − uj)/h, j = 1,

(uj+1 − uj−1)/(2h), 2 ≤ j ≤ N − 1,

(uj − uj−1)/h, j = N,

(1)

and

G2(µ)uj =
1

h2

(
µj+1/2(uj+1 − uj) − µj−1/2(uj − uj−1)

)
, 1 ≤ j ≤ N.

Here, uj is the approximation of u(xj), µj = µ(xj), and µj+1/2 = (µj+1+µj)/2. Note
that values at the ghost points j = 0 and j = N +1 are not used by the operator D2,
but they do appear in the operator G2. The operator (1) is second order accurate
in the interior, first order on the boundary, and satisfies the summation by parts
property

(u,D2v)hw2 = −(D2u, v)hw2 − u1v1 + uNvN (2)

in the weighted scalar product

(u, v)hw2 =
h

2
u1v1 + h

N−1∑

j=2

ujvj +
h

2
uNvN . (3)

The key identity for proving the discrete energy estimate in [16] is

(
u,G2(µ)v

)
hw2

= −
(
D2u, µD2v

)
hw2

−
h2

4

(
D+D−u, µD+D−v

)
hr2

− u1(µ1/2D+v0 + µ3/2D+v1)

+ uN(µN+1/2D+vN + µN−1/2D+vN−1), (4)

where D+ and D− are the standard first order forward and backward divided differ-
ence operators. In the proof, the first term on the right hand side of (4) is combined
with similar terms from the cross-terms to form the discrete energy. The last term
on the first line (which uses a different scalar product) prevent highly oscillatory
modes such as (−1)j from growing. The terms on the second and third line of (4)
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are boundary terms. They cancel by appropriately chosen discretizations of the
boundary conditions. For details on the derivation of the estimate, see [16, 17].

The objective of this article is to generalize the energy conserving second order
accurate finite difference scheme in [16] to higher order accuracy. We do this by
defining higher order versions of the operators D2 and G2, satisfying higher order
versions of (2) and (4). Energy conservation then follows in exactly the same way
as in the second order accurate case.

Higher order summation by parts operators for approximating first derivatives
are well known, see for example [22]. Operators documented in the literature ap-
proximate the first derivative to pth order accuracy in the interior, and to order p/2
near the boundary, for p = 2, 4, 6, 8, 10. We will use these operators in place of D2,
with special focus on the case p = 4.

In this article we describe the derivation of a fourth order version of G2(µ) that
satisfies

(
u,G(µ)v)

)
hw

= −
(
Du, µDv

)
hw

−
(
u, P (µ)v

)
h
− u1µ1B1v1 + uNµNBNvN . (5)

This identity is of the same type as (4). Here D is the summation by parts operator
approximating the first derivative to forth order accuracy. Note that the weights in
the scalar product (u, v)hw depend on the order of accuracy and are related to the
coefficients in D. The operator P (µ) is symmetric positive semi-definite, with a null
space consisting of discretizations of low order polynomials of the spatial variable,
i.e., functions that are very smooth on the grid. Similar to the second order accurate
case, the term (u, P (µ)v)h prevents poorly resolved modes from growing in time.
B1v1 and BNvN are fourth order accurate approximations of vx(x1) and vx(xN),
respectively.

By the notation a “pth order accurate operator”, we mean a finite difference
operator that is pth order accurate away from all boundaries, but where the accuracy
may be reduced, usually to p/2, at a fixed number of points near the boundary.
According to the theory in [7], the convergence rate of the numerical solution can
be expected to be higher than p/2. For example, the discretization of the elastic
wave equation that we develop below has a second order truncation error near the
boundaries, but the numerical solution converges to the exact solution with fourth
order convergence rate at all grid points.

3 Fourth order SBP operators for (µux)x

The discussion in this section is restricted to one space dimension and directional
superscripts on the difference operators are omitted. Generalization to more than
one dimension is straightforward by using Cartesian products of the one-dimensional
operators.
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Assume that the grid is given by xj = (j−1)h, j = 0, 1, 2, . . ., where the boundary
is located at x1 and x0 is a ghost point. Only the lower boundary is considered in this
section. Conditions at the upper boundary follow in the same way. Let uj = u(xj)
denote a grid function. The weights in the discrete scalar product are denoted by
the positive diagonal matrix Ω. For real valued grid functions uj and vj, the discrete
scalar product on a semi-infinite domain is defined by

(u, v)hw+ = h
∞∑

j=1

ωjuj vj, Ω = diag(ω1,ω2, . . .), ωj > 0.

We will here focus on the summation by parts approximation that is fourth order
accurate away from boundaries. The weights in the scalar product for this case has
ωj = 1 for j ≥ 5. Denote the fourth order approximation of (µux)x by G(µ)u. For
the case of a one-dimensional semi-infinite domain, identity (5) becomes

(
u,G(µ)v

)
hw+

= −
(
Du, µDv

)
hw+

−
(
u, Pv

)
h+

− u1µ1Bv1. (6)

The operator P is positive semi-definite in the sense

(
u, Pv

)
h+

=
(
Pu, v

)
h+

,
(
u, Pu

)
h+

> 0, u /∈ P,

where P is a set of discretizations of low order polynomials. Since these are resolved
modes, they will usually be excluded by properties of the particular partial differen-
tial equation that is being approximated. For real-valued grid functions uj and vj,
the scalar product (u, v)h+ is defined by

(
u, v

)
h+

= h
∞∑

j=1

ujvj, ‖u‖2
h+ =

(
u, u

)
h+

.

The two scalar products are related by

(
u, v

)
hw+

=
(
u, Ωv

)
h+

.

Bu1 is a fourth order accurate approximation of the boundary derivative ux(x1),
that uses the ghost point value u0 with a non-zero weight. All computations in this
article use the five point boundary operator

Bu1 =
1

12h
(−3u0 − 10u1 + 18u2 − 6u3 + u4) = ux(x1) + O(h4).

The summation by parts operator D approximates the first derivative to order four
in the interior and to order two near the boundary. It will be needed in the ap-
proximation of the mixed terms (µux)y. D, being the standard summation by parts
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operator, does not use any ghost point values. For j ≥ 5, Duj is the five point wide,
fourth order accurate, approximation of ux,

Duj =
1

12h
(−uj+2 + 8uj+1 − 8uj−1 + uj−2) = ux(xj) + O(h4).

For 1 ≤ j ≤ 4, Duj is second order accurate, and its stencil uses the values u1, . . . , u6.
The exact form of D can be found in [22].

For the case of a one-dimensional semi-infinite domain, relation (2) becomes

(
u,Dv

)
hw+

= −
(
Du, v

)
hw+

− u1v1. (7)

The summation by parts property (7) shows that

(
u,G(µ)v

)
hw+

=
(
u,D(µDv)

)
hw+

−
(
u, Pv

)
h+

+ u1µ1Dv1 − u1µ1Bv1, (8)

is equivalent to (6).
In the interior of the domain, let G(1)uj denote the five point wide, fourth order

accurate, approximation of uxx,

G(1)uj = D+D−uj −
h2

12
(D+D−)2 uj.

Note that DDuj is a nine point wide, fourth order accurate, approximation of uxx.
It is related to G(1)uj by

G(1)uj = DDuj +
h4

18
(D+D−)3uj −

h6

144
(D+D−)4uj.

Away from the boundary, we approximate (µux)x by

G(µ)uj = D(µjDuj) +
h4

18
D+D−D+(µj−1/2D−D+D−uj)

−
h6

144
(D+D−)2(µj(D+D−)2uj). (9)

Here, µj−1/2 = (µj + µj−1)/2. It is straight forward to verify that formula (9) is a
fourth order accurate, five point wide, operator in uj.

One possible definition of a summation by parts operator for (µux)x is

G̃(µ)uj = D(µjDuj) + Ω−1
(
−

h6

144
C8(µ)uj +

h4

18
C6(µ)uj

+ δ1,j(µ1Du1 − µ1Bu1)/h
)
, (10)
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where δ1,j = 0 for j '= 1 and δ1,1 = 1. Here, C6 and C8 are semi-bounded sixth and
eight order difference operators, respectively. Away from the boundary,

C6(µ)uj = D+D−D+

(
µj−1/2D−D+D−uj

)
,

C8(µ)uj = (D+D−)2 (µj (D+D−)2 uj).

The operators C6, C8, and any C2q of similar form can be boundary modified to
satisfy

(−1)q+1(u,C2qu)h+ ≤ 0, (11)

in the l2 discrete scalar product [21]. The boundary modification increases the
magnitude of the operator C2q to order O(1/hq) near the boundary. In (10), the
semi-bounded boundary modification of the sixth and eight differences are made
with x1 as the leftmost point. The ghost point is not used in these two terms.

By forming the scalar product between (10) and uj, it is clear that property
(8) holds. The semi-boundedness of the sixth and eight difference terms lead to a
positive semi-definite P in (8).

The local truncation error in (10) is only first order accurate near the boundary.
Numerical experiments where this operator is used to solve the wave equation indi-
cate a third order convergence rate for the solution. This is to be expected, because
the first order truncation errors only occur near the boundary, and two orders of
accuracy are gained when solving a hyperbolic equation in second order differen-
tial form. The gain in order only holds for numerical boundary conditions. The
fourth order operator B should be used to approximate derivatives in the physical
boundary conditions.

If the local truncation error at the boundary can be improved from first order to
second order accuracy, we would obtain a method with fourth order convergence rate.
There are three sources of first order truncation errors in (10). The term D(µjDuj)
is first order accurate near the boundary because Du is only a second order accurate
approximation of ux near the boundary. One order of accuracy is lost by applying
the operator twice, since the truncation error of D is non-smooth. Secondly, the
sixth difference C6(µ)uj is only a third order difference near the boundary, because
of the semi-bounded boundary closure. This term results in a first order truncation
error. Thirdly, the boundary term µ1Du1/h has a first order error, because D is
second order accurate on the boundary and one order is lost by dividing it by h.

It is possible to achieve second order accuracy at the boundary by splitting the
sixth difference operator into four terms. We define

G(µ)uj = D(µjDuj) + Ω−1
(
−

h6

144
C8(µ)uj

+ α1h
4C6,1(µ)uj + α2h

4C6,2(µ)uj + α3h
4C6,3(µ)uj + α4h

4C6,4(µ)uj

+ δ1,j(µ1Du1 − µ1Bu1)/h
)
, j ≥ 1. (12)

8



where C6,k(µ)uj denotes the semi-bounded sixth difference operator that has xk as
its leftmost point. More specifically,

h4C6,k(µ)uj =





0, j < k,

h
(
µk+3/2D−D+D−uk+2

)
, j = k,

h
(
µk+5/2D−D+D−uk+3 − 3µk+3/2D−D+D−uk+2

)
, j = k + 1,

h
(
µk+7/2D−D+D−uk+4 − 3µk+5/2D−D+D−uk+3

+3µk+3/2D−D+D−uk+2

)
, j = k + 2,

h4D+D−D+

(
µj−1/2D−D+D−uj

)
, j ≥ k + 3.

(13)

Using this notation, the sixth difference operator in (10) equals C6,1(µ)uj. The
boundary terms are consistent with a coefficient times hµuxxx. This is of the same
form as the truncation errors of D(µDu), since Taylor expansion gives

D(µjDuj) = (µux)x(xj) +

{
cjhµjuxxx(xj) + O(h2) j = 1, 2, . . . , 6,

O(h4) j ≥ 7.
(14)

Similarly, let dj denote the coefficients in the truncation error of order h2 in the first
difference operator, i.e.,

Duj = ux(xj) +

{
djh2uxxx(xj) + O(h3) j = 1, 2, . . . , 4,

O(h4) j ≥ 5.
(15)

The coefficients cj and dj are given in Appendix A. We will let c and d denote grid
functions cj and dj respectively, where cj = 0 for j ≥ 7 and dj = 0 for j ≥ 5.

The operator (12) is boundary modified for j ≤ 6 and coincides with the five
point wide operator (9) for j ≥ 7. The αj are coefficients that we now will determine
such that all first order truncation errors cancel at the boundary points. Taylor
expansion for the local truncation errors gives six equations that have to be satisfied,
one equation for each of the grid points xj, j = 1, . . . , 6. The O(h) terms in first
two equations are

c1µ1uxxx(x1) +
1

ω1

(
α1µ5/2uxxx(x5/2) + µ1d1uxxx(x1)

)
= 0,

c2µ2uxxx(x2) +
1

ω2

(
α1µ7/2uxxx(x7/2) − 3α1µ5/2uxxx(x5/2) + α2µ7/2uxxx(x7/2)

)
= 0.

Since uxxx and µ are smooth functions of x, we can shift these coefficients and only
commit a second order error. For example,

huxxx(x5/2) = huxxx(x1) + O(h2), hµ(x5/2) = hµ(x1) + O(h2).
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We can therefore recenter the variable coefficients and the third derivatives, in such
a way that they can be removed from the equations. The final system for second
order accuracy becomes

ω1c1 + α1 + d1 = 0

ω2c2 − 2α1 + α2 = 0

ω3c3 + α1 − 2α2 + α3 = 0 (16)

ω4c4 + α2 − 2α3 + α4 = 0

c5 + α3 − 2α4 = 0

c6 + α4 = 0

This system has six equations and four unknowns. Nevertheless, the following the-
orem shows that (16) has a solution.

Theorem 1. The system (16) has the unique solution

α1 = 181507/1719312, α2 = −1441/39984,

α3 = −2593/151704, α4 = 11/3528.

Furthermore, the positivity conditions

α1 > 0, α1 + α2 > 0, α1 + α2 + α3 > 0, (17)

hold and
α1 + α2 + α3 + α4 = 1/18,

which agrees with the coefficient of the sixth difference in the interior from (9).

Proof. The theorem can easily be verified by inserting the solution into (16) and
by explicitly evaluating the sums. However, since it might seem as pure luck that
the overdetermined system (16) has a solution, we make an explicit derivation of
the solution in Appendix B. The purpose of this derivation is to gain insight into
how the properties of the summation by parts operator and scalar product make
the conditions for solvability satisfied.

The following theorem summarizes the properties of the difference operator
G(µ)uj defined by (12).

Theorem 2. Assume that µ > 0. The operator (12) with the values of αj given
in Theorem 1 is an approximation of (µux)x that is second order accurate near
the boundary and fourth order accurate away from the boundary. Furthermore, it
satisfies (8) with a positive semi-definite P . Furthermore, (u, Pu)h+ = 0 only for
functions that are discretizations of quadratic polynomials.

10



Proof. Theorem 1 shows that the order of accuracy is two near the boundary. The
operator away from the boundary is identical to the fourth order stencil (9), because
the sum of αj is 1/18. Taking the scalar product between (12) and uj shows that
(8) holds with

(u, Pu)h+ = −h4
4∑

k=1

αk(u,C6,k(µ)u)h+ +
h6

144
(u,C8(µ)u)h+.

We know that (u,C6,k(µ)u)h+ ≤ 0 and (u,C8(µ)u)h+ ≥ 0 by the semi-bounded
property (11) and because µ > 0. A closer examination of the sixth difference terms
shows that

(u,C6,k(µ)u)h+ = −
∞∑

j=k+2

µj−1/2(D−D+D−uj)
2

and hence,

−
4∑

k=1

αk(u,C6,k(µ)u)h+ = α1µ3−1/2(D−D+D−u3)
2

+ (α1 + α2)µ4−1/2(D−D+D−u4)
2 + (α1 + α2 + α3)µ5−1/2(D−D+D−u5)

2

+ (α1 + α2 + α3 + α4)
∞∑

j=6

µj−1/2(D−D+D−uj)
2. (18)

By the positivity conditions stated in Theorem 1, (18) is non-negative. Conse-
quently, (u, Pu)h+ ≥ 0. It is evident that if (u, Pu)h+ = 0 then

h3D−D+D−uj = uj+1 − 3uj + 3uj−1 − uj−2 = 0. j ≥ 3

This difference equation has the solution uj = γ0 + γ1j + γ2j2, j ≥ 1, for constants
γ0, γ1, γ2, since 1 is a triple root of its characteristic polynomial.

The property that (u, Pu)h+ = 0 only holds for well resolved modes is important
for obtaining stability for difference schemes. For example, if the difference operator
(12) would be used to approximate the second derivative in a diffusion problem,
it means that there are no spurious numerical modes that are not diffused by the
scheme.

Symbolic formula manipulation software can be used to explicitly evaluate the
coefficient tensor βj,k,m of size 6 × 8 × 8, such that

G(µ)uj =
8∑

k=1

8∑

m=1

βj,k,mµmuk, j = 1, . . . , 6. (19)

In this expression, 129 out of the 384 entries in βj,k,m are non-zero.

11



Note that G(µ)uj is different from the interior stencil (9) at grid points j =
1, 2, . . . , 6. This is true also in the case when µ is constant. Therefore, (19) is
different from the fourth order accurate summation by parts operator for uxx given
in [14], which only has a four point boundary modification.

The construction of the boundary modified sixth and eight order accurate sum-
mation by parts operators for (µux)x can be carried out in exactly the same way as
presented for the fourth order case above, but is algebraically very involved. Also in
these cases, the optimal boundary accuracy is achieved by solving overdetermined
linear systems of equations for coefficients α multiplying higher difference operators
that start at different points near the boundary, similar to the sum of sixth order
differences

α1C6,1(µ)uj + α2C6,2(µ)uj + α3C6,3(µ)uj + α4C6,4(µ)uj,

used above. An additional difficulty for the sixth and eight order operators is that
there are free parameters in the difference operator D. The sixth order operator has
one free parameter and the eight order operator has three free parameters. It turns
out that the positivity conditions corresponding to (17) are satisfied only for certain
ranges of the free parameters. Care has to be taken when selecting them.

4 Energy conserving 4th order approximation of
the elastic wave equation

This section describes and analyzes a fourth order discretization of the elastic wave
equations, based on the summation-by-parts operators described in the previous
section. For clarity of presentation, the description and analysis is done in two
space dimensions with y-periodicity. It is straightforward to generalize the results
to the three dimensional equations with either Dirichlet or traction free boundary
conditions on any of the six sides, in the same way as in our previous work on the
second order accurate discretization, see [16, 17]. The mathematical structure of
the present fourth order discretization is exactly the same as in the second order
discretization in [16].

We consider the elastic wave equation in two space dimensions,

ρutt = ((2µ + λ)ux + λvy)x + (µvx + µuy)y + f (x), (20)

ρvtt = (µvx + µuy)x + (λux + (2µ + λ)vy)y + f (y), (21)

on the Cartesian domain 0 ≤ x ≤ a, 0 ≤ y ≤ b. The displacements u = u(x, y, t)
and v = v(x, y, t) in the x- and y-directions will sometimes be written in vector
notation, u = (u v). The density ρ = ρ(x, y) and the Lamé parameters λ = λ(x, y)
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and µ = µ(x, y) are assumed to be known. F = (f (x) f (y)) is the external forcing.
Initial data are given for the displacements and the velocities,

u(x, y, 0) = g1, ut(x, y, 0) = g2,

with prescribed functions g1 and g2. The boundary conditions are periodic in the
y-direction with homogeneous Dirichlet conditions at x = 0,

u(0, y, t) = 0. (22)

The boundary condition at x = a is the normal stress condition

(2µ + λ)ux + λvy = τ (xx), (23)

µ(vx + uy) = τ (xy), (24)

where τ (xx) and τ (xy) are functions of y and t. When τ (xx) = τ (xy) = 0 this boundary
condition is often called a free surface, or traction free, condition.

We discretize (20),(21) on the grid xi = (i−1)h, yj = (j−1)h, for 0 ≤ i ≤ Nx+1,
−1 ≤ j ≤ Ny + 1. The domain sizes and the uniform grid spacing h > 0 are defined
such that xNx = a and yNy = b. The points outside the domain (i = 0, i = Nx + 1,
j = −1, 0, j = Ny +1) are ghost points, which are used to simplify the discretization
of the boundary conditions. Denote the displacements at grid point (xi, yj) at time
t by ui,j(t) and vi,j(t) respectively. The discretization of the spatial derivatives in

(20), (21), denoted by L(u)
h and L(v)

h , is defined by

L(u)
h (ui,j, vi,j) = G(x)(2µ + λ)ui,j + D(x)(λD(y)vi,j) + D(y)(µD(x)vi,j)

+ G(y)(µ)ui,j, (25)

L(v)
h (ui,j, vi,j) = G(x)(µ)vi,j + D(x)(λD(y)ui,j) + D(y)(µD(x)ui,j)

+ G(y)(2µ + λ)vi,j. (26)

The semi-discrete finite-difference approximation becomes

ρi,j
d2ui,j

dt2
= L(u)

h (ui,j, vi,j) + f (x)
i,j (27)

ρi,j
d2vi,j

dt2
= L(v)

h (ui,j, vi,j) + f (y)
i,j , (28)

for 1 ≤ i ≤ Nx, 1 ≤ j ≤ Ny − 1. The finite difference operators G(x)(µ)u and
D(x)u approximate (µux)x and ux respectively, with summation-by-parts bound-
ary modifications, as described in the previous section. The y-direction operators

13



are similar, but without boundary modifications because of the y-periodicity. The
periodic boundary conditions for the discretized variables are

ui,−1 = ui,Ny−2, ui,0 = ui,Ny−1, ui,Ny = ui,1, ui,Ny+1 = ui,2, (29)

vi,−1 = vi,Ny−2, vi,0 = vi,Ny−1, vi,Ny = vi,1, vi,Ny+1 = vi,2, (30)

for 0 ≤ i ≤ Nx + 1. The Dirichlet condition (22) is imposed by

u1,j = v1,j = 0, 1 ≤ j ≤ Ny − 1. (31)

At first glance, this appears to not be a condition on the ghost point values u0,j and
v0,j. However, (31) can be imposed by determining u0,j and v0,j in such a way that
(20) and (21), when applied at (1, j), give (31). The structure of the operator (12)
shows that the ghost point values only enter G(x) through the boundary operator
B(x). Therefore the ghost point values are only used by G(x) at the boundary point
i = 1. Because u0,j and v0,j are not used in any other computation, imposing (31)
directly is equivalent to the more complicated procedure of first determining the
ghost point values and then applying the difference scheme to obtain (31). The
discretization of the normal stress boundary condition is provided by the fourth
order accurate formulas

(2µ + λ)Nx,jB
(x)uNx,j + λNx,jD

(y)vNx,j = τ (xx)
j (t), (32)

µNx,j(B
(x)vNx,j + D(y)uNx,j) = τ (xy)

j (t), (33)

for 1 ≤ j ≤ Ny − 1. Because B(x) uses the ghost point, it is straightforward to solve
(32) and (33) for uNx+1,j and vNx+1,j respectively.

Denote the spatial discretization on vector form by Lh(u) = (L(u)
h (u, v) L(v)

h (u, v)).
Energy estimation in our previous work for second order accurate methods, e.g., [17],
has relied on the property

(u0,Lh(u
1))hw = −Sh(u

0,u1) + Th(u
0,u1), (34)

for the spatial discretization. The bilinear form Sh(u0,u1) is symmetric and positive
semi-definite. Th(u0,u1) is also bilinear and consists of boundary terms. The scalar
products used here,

(u, v)hw = h2

Ny−1∑

j=1

Nx∑

i=1

ωiui,jvi,j, (u, v)h = h2

Ny−1∑

j=1

Nx∑

i=1

ui,jvi,j,

are the same as in Section 3, but on a bounded domain in two space dimensions.
Since the y-direction is periodic, (u, v)hw is weighted only in the x-direction. We
next prove that (34) holds also in the fourth order case.
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Theorem 3. The fourth order spatial discretization (25), (26) with periodic y-
direction satisfies identity (34) with

Sh(u
0,u1) = (λ(D(x)u0 + D(y)v0), D(x)u1 + D(y)v1)hw + (2µD(x)u0, D(x)u1)hw

+ (µ(D(x)v0 + D(y)u0), D(x)v1 + D(y)u1)hw + (2µD(y)u0, D(y)u1)hw

+ (u0, P (x)(2µ + λ)u1)h + (u0, P (y)(µ)u1)h

+ (v0, P (y)(2µ + λ)v1)h + (v0, P (x)(µ)v1)h, (35)

and

Th(u
0,u1) = −

Ny−1∑

j=1

u0
1,j((2µ + λ)1,jB

(x)u1
1,j + λ1,jD

(y)v1
1,j)

+

Ny−1∑

j=1

u0
Nx,j((2µ + λ)Nx,jB

(x)u1
Nx,j + λNx,jD

(y)v1
Nx,j)

−
Ny−1∑

j=1

v0
1,j(µ1,jB

(x)v1
1,j + µ1,jD

(y)u1
1,j)

+

Ny−1∑

j=1

v0
Nx,j(µNx,jB

(x)v1
Nx,j + µNx,jD

(y)u1
Nx,j). (36)

Furthermore, the boundary conditions (31), (32), and (33) with zero forcing imply
that Th = 0.

Proof. The left hand side of (34) can be written

(u0,Lh(u
1))hw = (u0, L(u)

h (u1, v1))hw + (v0, L(v)
h (u1, v1))hw. (37)

Fully written out, the first term in the right hand side of (37) is a sum of four terms,

(u0, L(u)
h (u1, v1))hw = (u0, G(x)(2µ + λ)u1)hw + (u0, D(x)λD(y)v1)hw

+ (u0, D(y)µD(x)v1)hw + (u0, G(y)(µ)u1)hw. (38)

The generalization of (6) to two space dimensions with two boundaries gives

(u0, G(x)(2µ + λ)u1)hw = −(D(x)u0, (2µ + λ)D(x)u1)hw − (u0, P (x)(2µ + λ)u1)h

+

Ny−1∑

j=1

(
u0

Nx,j(2µ + λ)Nx,jB
(x)u1

Nx,j − u0
1,j(2µ + λ)1,jB

(x)u1
1,j

)
. (39)
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In the y-direction, the same identity holds, but without the boundary terms because
of the y-periodic boundary conditions, i.e.,

(u0, G(y)(µ)u1)hw = −(D(y)u0, µD(y)u1)hw − (u0, P (y)(µ)u1)h. (40)

The summation-by-parts property for the first differences gives

(u0, D(x)λD(y)v1)hw = −(D(x)u0,λD(y)v1)hw

+

Ny−1∑

j=1

(
u0

Nx,jλNx,jD
(y)v1

Nx,j − u0
1,jλ1,jD

(y)v1
1,j

)

and
(u0, D(y)µD(x)v1)hw = −(D(y)u0, µD(x)v1)hw. (41)

It follows by adding (39)–(41) that

(u0, L(u)
h (u1, v1))hw = − (D(x)u0, (2µ + λ)D(x)u1)hw − (D(y)u0, µD(y)u1)hw

− (D(x)u0,λD(y)v1)hw − (D(y)u0, µD(x)v1)hw

− (u0, P (x)(2µ + λ)u1)h − (u0, P (y)(µ)u1)h

+

Ny−1∑

j=1

u0
Nx,j

(
(2µ + λ)Nx,jB

(x)u1
Nx,j + λNx,jD

(y)v1
Nx,j

)

−
Ny−1∑

j=1

u0
1,j

(
(2µ + λ)1,jB

(x)u1
1,j + λ1,jD

(y)v1
1,j

)
. (42)

Similarly, the second term in (37) becomes

(v0, L(v)
h (u1, v1))hw = − (D(y)v0, (2µ + λ)D(y)v1)hw − (D(x)v0, µD(x)v1)hw

− (D(y)v0,λD(x)u1)hw − (D(x)v0, µD(y)u1)hw

− (v0, P (y)(2µ + λ)v1)h − (v0, P (x)(µ)v1)h

+

Ny−1∑

j=1

v0
Nx,j

(
µNx,jB

(x)v1
Nx,j + µNx,jD

(y)u1
Nx,j

)

−
Ny−1∑

j=1

v0
1,j

(
µ1,jB

(x)v1
1,j + µ1,jD

(y)u1
1,j

)
. (43)

It is now straightforward to see that the boundary terms in (42) and (43) together
form Th(u0,u1). Adding together the remaining terms verifies that they equal Sh.
The boundary conditions (31), (32), and (33) make Th = 0 when the boundary
forcing functions τ (xx) and τ (xy) are zero.
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4.1 Time discretization

We discretize time on a uniform grid tn = n∆t, n = 0, 1, 2, . . ., with constant step
size ∆t > 0 and use the notation un for the approximation of u(tn). Our time
stepping is based on a modified equation approach. Assuming that un and un−1

satisfy boundary conditions (29)-(33), the following steps are performed to calculate
un+1:

Predictor-corrector time-stepping algorithm:

1. Apply the second order predictor step

ρ
u∗ − 2un + un−1

∆2
t

= Lh(u
n) + F(tn), (44)

to calculate u∗ at all interior points.

2. Impose boundary conditions (29)-(33) on u∗ to define its ghost point values.

3. Apply the corrector step

un+1 = u∗ +
∆4

t

12

1

ρ

(
Lh(v) + Ftt(tn)

)
, v =

u∗ − 2un + un−1

∆2
t

, (45)

to define un+1 at all interior points.

4. Impose boundary conditions (29)-(33) on un+1 to define its ghost point values.

Our analysis of the stability of the predictor-corrector scheme is based on identity
(34) and the fact that the bilinear form Sh(u,v) does not depend on the ghost point
values of u or v. We denote by ū a grid function without ghost points that satisfies

ūj,k = uj,k, 1 ≤ j ≤ Nx, 1 ≤ k ≤ Ny − 1.

We define a square matrix K such that

Sh(u,v) =
(
ū, ρKv̄

)
hw

.

Because Sh is symmetric, positive semi-definite, and ρ > 0, we have

(
ū, ρKv̄

)
hw

=
(
v̄, ρKū

)
hw

,
(
ū, ρKū

)
hw

≥ 0, for all ū and v̄. (46)

For all grid functions u and v that satisfy boundary conditions (29)-(33) with zero
forcing, we have

(
u,Lh(v)

)
hw

= −Sh(u,v) = −
(
ū, ρKv̄

)
hw

.
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By taking u = 0, except at one interior grid point where uj,k = 1, we can show the
point-wise identity

Lh(v) = −ρKv̄, (47)

for all v that satisfy boundary conditions (29)-(33).

Lemma 1. Let F(t) = 0, τ (xx)(t) = 0, and τ (xy)(t) = 0, for t ≥ 0. Then the above
predictor-corrector scheme is equivalent to

w̄n+1 − 2w̄n + w̄n−1

∆2
t

= −K̃w̄n +
∆2

t

12
K̃2w̄n, K̃ = K̃T ≥ 0, (48)

where K̃ = Q1/2KQ−1/2 and w̄ = Q1/2ū. The diagonal matrix Q = ρΩ > 0 is
defined by the weights in the scalar product

(
ū, v̄

)
hw

=
(
ū, Ωv̄

)
h
. (49)

Proof. Since F(tn) = 0 and un satisfies the boundary conditions with zero forcing,
the predictor step is equivalent to

ū∗ − 2ūn + ūn−1

∆2
t

= −Kūn. (50)

Since u∗ and v satisfy the boundary conditions, the corrector step becomes

ūn+1 = ū∗ −
∆4

t

12
K

(
ū∗ − 2ūn + ūn−1

∆2
t

)
= ū∗ +

∆4
t

12
K2ūn. (51)

Eliminating ū∗ between (50) and (51) gives

ūn+1 − 2ūn + ūn−1

∆2
t

= −Kūn +
∆2

t

12
K2ūn. (52)

Multiplying (52) by Q1/2 from the left and introducing w̄ = Q1/2ū leads to (48). It
remains to show that K̃ = K̃T ≥ 0. From the definition of Q, K̃, and (49), we have

(
ū, ρKv̄

)
hw

=
(
ū, ρΩKv̄

)
h

=
(
ū, QKv̄

)
h

=
(
Q1/2ū, K̃Q1/2v̄

)
h
,

(
v̄, ρKū

)
hw

=
(
v̄, ρΩKū

)
h

=
(
v̄, QKū

)
h

=
(
Q1/2v̄, K̃Q1/2ū

)
h
.

The first relation in (46) shows that K̃ = K̃T . The second shows that K̃ is positive
semi-definite.
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Since K̃ is a symmetric positive semi-definite matrix, it has a complete set of
eigenvectors corresponding to real eigenvalues κj ≥ 0. We can therefore make an
eigenvector decomposition of the solution. The stability properties of (48) can there-
fore be studied by analyzing the scalar second order difference equation

un+1 − 2un + un−1

∆2
t

= −κun +
∆2

t

12
κ2un, κ ≥ 0. (53)

We make the ansatz
un = u0ξ

n, ξ ∈ C,

leading to the characteristic equation

ξ2 + ξ
(
κ∆2

t −
κ2∆4

t

12
− 2

)
+ 1 = 0. (54)

Let a = κ∆2
t − κ2∆4

t /12 ≥ 0. The roots of (54) are

ξ± = 1 −
a

2
±

1

2

√
a2 − 4a.

We have two cases:

1. a2 − 4a = a(a − 4) > 0. Then a > 4 and

ξ− = 1 −
a

2
−

√
a

2

√
a − 4 < −1.

Thus, the scheme is unstable.

2. 0 ≤ a ≤ 4. Now a2 − 4a ≤ 0 and we get complex conjugated roots,

ξ± = 1 −
a

2
±

i

2

√
4a − a2, |ξ±| = 1.

We conclude that the scheme (53) is stable for

0 ≤ κ∆2
t − κ2∆4

t /12 ≤ 4. (55)

The double inequality leads us to study the zeros of the polynomials

P1(η) = η −
η2

12
− 4, P2(η) = η −

η2

12
, η = κ∆2

t ≥ 0.

We have P1(0) = −4 and P ′
1(η) = 1 − η/6. Hence, P ′

1(0) = 1 and

P ′

1(η∗) = 0, η∗ = 6, P (η∗) = −1.
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Since P ′′
1 (η∗) = −1/6 this is a global maximum, and we have P1(η) ≤ −1 for all

η ≥ 0.
We have P2(η) = 0 for η = 0 and η = 12. Since P ′

2(0) = 1 and P ′
2(12) = −1 we

have
P2(η) ≥ 0, 0 ≤ η ≤ 12,

We conclude that the double inequality (55) is satisfied for

0 ≤ κ∆2
t ≤ 12, 0 ≤ ∆t ≤

√
3

2√
κ
.

Hence, the scheme (48) is stable under the time step restriction

∆t ≤
2
√

3

maxj
√

κj
(56)

where κj are the eigenvalues of K̃. Note that this time step restriction is
√

3 larger
than for the corresponding second order time-stepping method. However, the spatial
operator needs to be evaluated twice per time step, so the predictor-corrector method
is nevertheless slightly more expensive than the second order method.

Similar to the second order method, the predictor-corrector method is energy
conserving. The following theorem summarizes the properties of the scheme.

Theorem 4. Let the discrete energy be defined by

en+1/2 =
1

∆2
t

∥∥w̄n+1 − w̄n
∥∥2

h
+

(
w̄n+1, K̃w̄n

)
h
−

∆2
t

12

(
w̄n+1, K̃2w̄n

)
h
, (57)

The predictor-corrector scheme (44)-(45), subject to boundary conditions (29)-(33)
with zero forcing terms, conserves the discrete energy in time

en+1/2 = en−1/2.

Furthermore, the energy is positive under the time step restriction (56).

Proof. The energy conserving property can be seen by forming the scalar product
between w̄n+1 − w̄n−1 and (48),

(
w̄n+1 − w̄n−1, w̄n+1 − 2w̄n + w̄n−1

)
h

=
∥∥w̄n+1 − w̄n

∥∥2

h
−

∥∥w̄n − w̄n−1
∥∥2

h
.

Since K̃ is symmetric,

(
w̄n+1 − w̄n−1, K̃w̄n

)
h

=
(
w̄n+1, K̃w̄n

)
h
−

(
w̄n, K̃w̄n−1

)
h
,

(
w̄n+1 − w̄n−1, K̃2w̄n

)
h

=
(
w̄n+1, K̃2w̄n

)
h
−

(
w̄n, K̃2w̄n−1

)
h
.
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By the definition (57) of the discrete energy we get

en+1/2 = en−1/2.

We can re-write the discrete energy (57) by using the identity

(
w̄n+1 ± w̄n, K̃(w̄n+1 ± w̄n)

)
h

=
(
w̄n+1, K̃w̄n+1

)
h
± 2

(
w̄n+1, K̃w̄n

)
h

+
(
w̄n, K̃w̄n

)
h
.

that is,

4
(
w̄n+1, K̃w̄n

)
h

=
(
w̄n+1 + w̄n, K̃(w̄n+1 + w̄n)

)
h
−

(
w̄n+1 − w̄n, K̃(w̄n+1 − w̄n)

)
h
.

Hence, (57) can be written

en+1/2 =
(
w̄n+1 − w̄n,

(
1

∆2
t

−
1

4
K̃ +

∆2
t

48
K̃2

) (
w̄n+1 − w̄n

))
h

+
(
w̄n+1 + w̄n,

(
1

4
K̃ −

∆2
t

48
K̃2

) (
w̄n+1 + w̄n

))
h
.

We have en+1/2 ≥ 0 if

1

∆2
t

−
1

4
K̃ +

∆2
t

48
K̃2 = −

1

4∆2
t

P1(∆
2
t K̃) ≥ 0,

and
1

4
K̃ −

∆2
t

48
K̃2 =

1

4∆2
t

P2(∆
2
t K̃) ≥ 0.

Since the eigenvalues of a matrix polynomial equals the polynomial of the eigenvalues
of the matrix, we conclude that the discrete energy (57) is positive semi-definite
under the same time step conditions as the scalar difference equation (53), i.e.,

0 ≤ ∆t ≤
√

3
2

maxj
√

κj
, K̃ej = κjej.

In general, we do not have a closed form expression for the spectral radius of K̃,
maxj κj. In numerical computations, we instead determine the time step based on
Fourier analysis of the problem with homogeneous material and periodic boundary
conditions. When this formula is applied locally, it leads to the time step estimate

∆t =
cfh

maxi,j

√
(3µi,j + λi,j)/ρi,j

,
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where cf is the CFL number. The corresponding second order discretization is stable
for cf ≤ 1. The fourth order spatial discretization has a somewhat larger spectral
radius, numerically found to be 1.41 times the spectral radius of the second order
spatial discretization. For our fourth order discretization, the stability limit would
therefore be cf ≤

√
3/1.41 ≈ 1.46. For the second order scheme, the time step

must be taken about 10 percent smaller when a free surface boundary condition is
imposed compared to the spatially periodic case [16]. Accounting for this effect in
the fourth order discretization, we obtain the CFL limit 0.9 × 1.46 ≈ 1.31, which
agrees well with the observed stable time step in the numerical experiments in the
next section.

5 Numerical examples

We here solve the elastic wave equation (20), (21) with the new energy conserving
fourth order accurate scheme described in the previous section.

5.1 Method of manufactured solutions

We start by evaluating the error in the numerical solution, when both the material
properties and the solution are smooth. The computational domain is 0 ≤ x ≤ 2π,
0 ≤ y ≤ 2π, with a free surface boundary conditions on the x = 0 boundary, a
Dirichlet condition on x = 2π, and periodic boundary conditions in the y-direction.
The material properties are

ρ(x, y) = 2 + sin(x + φ) sin(y − θ),

µ(x, y) = 3 + sin(3x + φm) sin(y)

λ(x, y) = 21 + cos(x + φm) sin2(3y),

where φ = 0.3, θ = 0.2, and φm = 0.1. The internal forcing, boundary forcing and
initial conditions are chosen such that the exact (manufactured) solution becomes

ue(x, y, t)= cos(x + φ) sin(y + θ) cos(t2),

ve(x, y, t)= sin(x + θ) cos(y + θ) sin(t).
(58)

Table 1 gives the errors in the numerical solution, evaluated in maximum norm
and L2 norm at different grid resolutions at time t = 1.0. The maximum norm is
computed over all grid points in the domain and over the two components of the
solution. Similarly, the discrete L2-norm is computed both over the domain and over
the two solution components. In both norms, the numerical solution convergences
towards the exact solution as O(h4).

22



Nx h ‖u(·, t) − ue(·, t)‖∞ ‖u(·, t) − ue(·, t)‖2 p∞ p2

33 1.96 · 10−1 2.94 · 10−3 5.67 · 10−4 – –

65 9.82 · 10−2 1.72 · 10−4 2.97 · 10−5 4.09 4.25

129 4.90 · 10−2 9.50 · 10−6 1.56 · 10−6 4.18 4.25

257 2.45 · 10−2 5.49 · 10−7 8.87 · 10−8 4.11 4.13

Table 1: Errors in the numerical solution at time t = 1.0, on a uniform grid, when
the exact solution is (58). Here, p∞ and p2 are the convergence exponents in the
maximum norm and 2-norm, respectively.

5.2 Mode to mode conversion

Consider a compressional wave of unit amplitude traveling in the negative x-direction
in a homogeneous material, with displacement

u(in) =

(
k

ω

)

ei(ξt+kx+ωy), k = cos φ > 0, ω = sin φ, ξ > 0.

If this wave encounters a free surface boundary at x = 0, it will be reflected and
split into two waves that both travel in the positive x-direction,

u(out) = u(P ) + u(S),

u(P ) = Rp

(
−k

ω

)

ei(ξt−kx+ωy),

u(S) =
Rs√

α2k2 + ω2

(
−ω

−αk

)

ei(ξt−αkx+ωy), α > 0.

The reflected waves correspond to a compressional and a shear wave, since the curl
of u(P ) and the divergence of u(S) are zero. For simplicity, we scale time to give unit
density, i.e., ρ = 1. In order for u(in) and u(out) to satisfy the elastic wave equation
(20)-(21) with f (x) = f (y) = 0, the frequency and wave numbers must satisfy the
elementary relations

ξ2 = (λ + 2µ)(k2 + ω2) = λ + 2µ, ξ2 = µ(α2k2 + ω2). (59)

We have selected the signs of ξ and α such that u(in) and u(out) travel in the negative
and positive x-direction, respectively. The amplitudes of the reflected waves, Rp and
Rs, are functions of λ, µ, and the angle of the incident wave, φ. The amplitudes Rp
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Figure 1: v-component of the outgoing shear wave as function of (x, y) at t = 0.
The angle of the incoming P-wave is φ = π/4. The frames correspond to µ = 1.0
(left), µ = 0.1 (middle), and µ = 0.01 (right).

and Rs are uniquely determined by the free surface boundary conditions (23)-(24)
(with τ (xx) = τ (xy) = 0).

As a consequence of the relation (59),

α2 = 1 +
λ + µ

µ cos2 φ
.

Hence, when µ + λ, the reflected S-wave will propagate almost parallel to the x-
direction because α2 , 1, see Figure 1. The wave lengths of the compressional and
shear waves are given by

Lp =
2π√

k2 + ω2
= 2π, Ls = 2π

√
µ

λ + 2µ
.

Note that the wave length of the compressional wave is fixed, while Ls becomes
small as µ → 0.

To include two wave lengths of u(in) in the computational domain, we take Ly =
4π/ sin φ and Lx = 4π/ cos φ. As before, we impose periodic boundary conditions
in the y-direction, a Dirichlet boundary condition at x = Lx and a free surface
condition at x = 0. By construction, the function u(in) + u(out) is Ly-periodic in the
y-direction, satisfies the elastic wave equation in the interior, and the free surface
condition at x = 0. In principle, we could compute a numerical approximation of
u(in)+u(out) by adding a suitable forcing function to the Dirichlet boundary condition
at x = Lx. However, we instead choose to only compute the outgoing S-wave, u(S).
For this reason, we impose the inhomogeneous Dirichlet boundary condition

u(Lx, y, t) = u(S)(Lx, y, t),
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and take the forcing functions in the normal stress boundary conditions (23)-(24)
to be

τ (xx) = −(2µ + λ)
(
u(in)

x + u(P )
x

)
− λ

(
v(in)

y + v(P )
y

)
,

τ (xy) = −µ
(
u(in)

y + u(P )
y + v(in)

x + v(P )
x

)
.

We use the exact solution u(S) as initial conditions for the numerical solution.
To accurately solve this problem numerically, it is necessary to resolve the short

shear waves on the computational grid. For this problem, we define the resolution
in terms of the number of grid points per shear wave length,

Ps =
Ls

h
=

√
µ

h

2π√
λ + 2µ

.

We evaluate the error in the numerical solution as function of time for two materials.
The first material has (λ = 1, µ = 0.1) and the second has (λ = 1, µ = 0.01). As a
consequence, the period of the wave is slightly different for the two cases

T =
2π

ξ
=

2π√
λ + 2µ

≈

{
5.74, µ = 0.1,

6.22, µ = 0.01.

In Figure 2 we show the error as function of normalized time, t/T , for the two
materials. Note that the error levels are comparable for the same number of grid
points per wave length, and converge to zero as O(P−4

s ) as the grid is refined.
However, to keep the number of grid points per wave length constant for different
materials, we have to choose the grid size according to

h =
2π√

λ + 2µ

√
µ

Ps
.

Compared to the material with µ = 0.1, the grid size must therefore be taken about
a factor of

√
10 smaller for the case µ = 0.01, to obtain the same number of grid

points per wave length. Hence, the total number of grid points in a two-dimensional
calculation grows as O(µ−1) as µ → 0, while the number of time steps per period
grows as O(µ−1/2). Note that this asymptotic scaling is valid for any numerical
method that requires a fixed number of grid points per wave length. In particular,
the exponents are independent of the order of accuracy.

5.3 Surface waves

A Rayleigh surface wave satisfies the elastic wave equation in a homogeneous half-
space subject to a free surface condition on the boundary. For simplicity we scale
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Figure 2: Results for computing the outgoing shear wave with different resolution,
characterized by the number of grid points per wave length, Ps. The relative error
in max norm is shown as function of time scaled by the period of the wave. Two
cases are shown, (λ = 1, µ = 0.1) and (λ = 1, µ = 0.01).

time to give unit density, ρ = 1. For the y-periodic half-space x ≥ 0, the surface
wave can be written

us(x, y, t) = e−ωx
√

1−ξ̃2



 cos
(
ω(y + crt)

)
√

1 − ξ̃2 sin
(
ω(y + crt)

)





+

(
ξ̃2

2
− 1

)

e−ωx
√

1−ξ̃2µ/(2µ+λ)



 cos
(
ω(y + crt)

)

sin
(
ω(y + crt)

)
/
√

1 − ξ̃2µ/(2µ + λ)



 , (60)

where ω > 0. We define the Rayleigh phase velocity by

cr = ξ̃
√

µ,

where ξ̃ satisfies the dispersion relation

√
1 − ξ̃2

√

1 −
µξ̃2

λ + 2µ
−

(

1 −
ξ̃2

2

)2

= 0.

It is straight forward to verify that 0.763 < ξ̃2 < 0.913 for all materials with µ > 0
and λ ≥ 0. Hence, the surface wave propagates in the y-direction and decays
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exponentially in x. Its phase velocity is always slower than that of a shear wave,
cs =

√
µ.

The wave length of the surface wave is Lr = 2π/|ω|, and we define the number
of grid points per wave length by

Pr =
Lr

h
.

In this investigation we shall keep the wave length fixed at Lr = 1, which gives
the spatial frequency ω = 2π. We let the computational domain contain exactly
one wave length of the solution by taking Ly = Lr = 1. A free surface boundary
condition is imposed at x = 0. We truncate the computational domain at x = Lx =
10 by an inhomogeneous Dirichlet condition where the exact solution is prescribed
as forcing.

In our first experiment, we take µ = 0.01. The numerical solution is evolved
from initial data given by (60) at time t = 0 and t = −∆t, where the time step
satisfies the Courant condition (recall that we have scaled time to give unit density)

∆t =
1.3 h√
λ + 3µ

.

In Figure 3 we show the max norm of the error in the numerical solution as function
of time for t ≤ 20. Since the wave length in the y-direction is one, the number of
grid points per wave length satisfies P = Ny − 1. The error measured in max norm
decreases by a factor of 16 when the number of grid points is doubled. Note that
about 20 grid points per wave length are needed to make the error less than about
5% of the exact solution.

In our next experiment, we study the accuracy of the Rayleigh wave (60) for
different values of µ. The period of the wave is

T =
2π

ωcr
=

1

cr
=

1

ξ̃
√

µ
. (61)

In the following table we list the period for some values of µ.

µ 1 0.1 0.01 0.001

T 1.087 3.330 10.474 33.104

Note that the period gets longer, i.e., the surface wave propagates slower as µ → 0.
In Figure 4 we show the max error in the numerical solution after one period,

i.e., at time t = T , for λ = 1 and different values of µ. As the grid is refined, the
error decays as O(P−4

r ) for all values of µ. However, for a fixed number of grid
points per wave length, the error becomes larger as µ → 0.
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Figure 3: Max error as function of time for a Rayleigh surface wave with λ = 1 and
µ = 0.01. The different lines correspond to different number of grid points per wave
length; Pr = 20 (blue), Pr = 40 (green), and Pr = 80 (red).

Figure 4: Error in maximum norm in the numerical evolution of the Rayleigh surface
wave after one period, as function of the number of grid points per wave length, Pr.
The different curves correspond to µ = 1 (blue), µ = 0.1 (green), µ = 0.01 (red),
and µ = 0.001 (cyan).
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Figure 5: The Rayleigh surface wave as function of (x, y) at t = 0 for µ = 0.01. The
u-component is shown to the left and the v-component to the right. The contour
lines are plotted at levels between -0.5 and 0.5, with spacing 0.05. Red and blue lines
correspond to negative and positive values, respectively. The zero level is plotted in
black.

We remark that the loss of accuracy as µ → 0 is not due to poor spatial resolution.
In the x-direction, the gradient of the exact solution is the largest along the x = 0
boundary, with Pr grid points per wave length. The gradient in the y-direction is
also the largest along the boundary and is of the same order as the x-gradient of the
solution, see Figure 5. Furthermore, the phase velocity of the surface wave becomes
slower and slower as µ → 0, while the time step is governed by

√
λ + 3µ, which

tends to
√

λ = 1. Hence, the temporal resolution of the surface wave only improves
as µ → 0.

The poor accuracy for small µ can be explained by a normal mode analysis, see
Kreiss and Petersson [11]. Truncation errors lead to a perturbed phase velocity of the
surface wave, which can be modeled by a modified equation technique. According to
this theory, for small µ, the error in the numerical solution after one period satisfies

ε =
C

P 4
r µ

, C = const., µ → 0. (62)

We test this theory by plotting the max error after one period as function of Prµ1/4,
see Figure 6. We conclude that the errors follow (62) remarkably well, especially for
the three smaller values of µ. The case µ = 1 appears to be too large for (62) to
apply.

Figure 7 demonstrates the superior efficiency of higher order methods over lower
order methods. Figure 7 was obtained by solving the elastic wave equation to a fixed
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Figure 6: Max error in the numerical evolution of the Rayleigh surface wave after
one period, as function of Prµ1/4. The different curves correspond to µ = 1 (blue),
µ = 0.1 (green), µ = 0.01 (red), and µ = 0.001 (cyan).

time on a set of grids with different number of grid points. For each computation,
the CPU time used and the maximum norm of the relative error of the solution at
the final time was recorded. The computations were made with both the new fourth
order method and with our previously developed second order method. Figure 7
shows the solution error vs. CPU time, in logarithmic scale, for the two methods
and the two cases µ = 1 and µ = 0.001. The figure shows that the fourth order
method is more efficient than the second order method over the entire range of
problem sizes, and that the advantage for the high order method increases as the
required error tolerance is made smaller.

For example, in the case µ = 0.001, a solution error of size 10−4 can be obtained
in 34 seconds of CPU time with the fourth order method. By extrapolating the data
for the second order method, we estimate that a solution with the same error would
require 1.92 × 105 CPU seconds, i.e., more than 54 hours of computing. The gain
in efficiency depends on the exact details of the implementation, the compiler and
compiler settings, and the hardware used. However, based on our experience, the
performance shown in Figure 7 is generally valid in a qualitative sense.
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Figure 7: Maximum norm relative errors at time 1.088 in the numerical evolution
of the Rayleigh surface wave vs. CPU time for second order (blue) and fourth order
accurate (red) finite difference schemes. The different curves correspond to µ = 1
(solid) and µ = 0.001 (dashes). Here ρ = 1 and λ = 1.

6 Conclusions

We have presented a fourth order accurate finite difference method for the two-
dimensional elastic wave equation in second order formulation, where the fourth
order accuracy holds in both space and time. The spatial discretization satisfies the
summation by parts principle and allows for heterogeneous materials and free sur-
face boundary conditions. The key ingredient of the method is a boundary modified
fourth order accurate discretization of the second derivative with variable coeffi-
cient, (µ(x)ux)x, which is consistent with the discretization of cross-terms such that
an energy estimate can be obtained. In contrast to previous summation by parts
operators, we design the discretization to use one ghost point outside the physical
boundary. This allows boundary conditions to be enforced in a point wise manner,
and avoids the use of projections or penalty terms. The explicit temporal discretiza-
tion is fourth order accurate and energy conserving. Numerical examples with free
surface boundary conditions show that the scheme is stable for CFL-numbers up to
1.3.

Preliminary analysis indicates that sixth and eighth order accurate discretiza-
tions of (µ(x)ux)x can be derived using a similar approach. These stencils include
“free” parameters that must be determined to avoid time-stepping stiffnesses and
guarantee stability of the overall discretization. More work is needed to evaluate if
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these very high order methods are more efficient than the fourth order method.
A number of generalizations are needed to make the proposed method useful in

practical applications. To get capabilities for simulating seismic waves, similar to
the second order accurate finite difference method implemented in WPP [18], the
proposed method would need a number of enhancements. The method would first
need to be generalized to three-dimensional domains. A non-planar topography
could be handled using the curvilinear mesh technique described in [1]. Singular
source terms would need to be discretized to fourth order accuracy, for example by
generalizing the technique described in [20]. Energy conserving interface conditions
at grid refinement boundaries could in principle be handled in the same way as
in [20], but it is not obvious what order of accuracy the solution will get in this case.
Visco-elastic material modeling could be generalized to fourth order accuracy using
the same technique as in [19], and far field boundary conditions could be handled
as described in [17].

The summation by part principle is a generally applicable technique and pre-
scribes a provably stable difference approximation of a partial differential equation
that satisfies an energy estimate. Hence, the proposed fourth order discretization
of second derivatives could also be used to obtain stable fourth order accurate dis-
cretizations of other partial differential equations, besides the elastic wave equation.

A Coefficients

The coefficients of the truncation error of D(µDu) in (14) are

c1 = 543301/608923, c2 = 147/731, c3 = −19259/107457,

c4 = −19/15351, c5 = 3539/151704, c6 = −11/3528.

The coefficients of the truncation error of Du in (15) are

d1 = −43/102, d2 = 1/6, d3 = −5/258, d4 = −11/294.

B Derivation of the solution of (16)

Write (16) as
Mα + Ω̃c + g = 0, (63)
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with

M =





1 0 0 0

−2 1 0 0

1 −2 1 0

0 1 −2 1

0 0 1 −2

0 0 0 1





,

and
Ω̃ = diag(ω1 ω2 ω3 ω4 1 1).

Here, α is the column vector formed by the four αj, c is the column vector formed

by the six cj, and g = (d1 0 0 0 0 0)T . Partition M , Ω̃, and g into two blocks each,

M =

(
M1

M2

)

, Ω̃ =

(
Ω̃1

Ω̃2

)

, g =

(
g1

0

)

,

where M1 consists of the first two rows of M and M2 is the 4× 4 matrix formed by
the last four rows of M . Similarly, Ω̃1 has two rows and six columns, Ω̃2 has size
4 × 6, and g1 = (d1 0)T . The solution of the four last equations is

α = −M−1
2 Ω̃2c,

which uniquely determines α, since M2 is non-singular. The condition for solvability
of (63), obtained by inserting this α into the first two equations, becomes

M1M
−1
2 Ω̃2c = Ω̃1c + g1.

After explicitly evaluating M1M
−1
2 , we can write the above system as

(
−1 0 1 2 3 4

0 −1 −2 −3 −4 −5

)

Ω̃c = g1.

We will denote the two rows of the above matrix by mT
1 and mT

2 . Next, observe
that c = Dd where c and d are the grid functions of the leading order truncation
error coefficients defined in (14) and (15) respectively. This relation follows from the
definition of the cj as the leading order truncation error coefficients of the second
difference operator D2. We therefore obtain,

(
mT

1

mT
2

)

Ω̃D̃d = g1 (64)
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where d consists of d1, . . . , d8 and D̃ is the 6 × 8 matrix formed by the summation
by parts operator at the grid points j = 1, . . . , 6. The summation by parts property
(7) gives

mT
k ΩDd = −dT ΩDmk − d1mk,1, k = 1, 2. (65)

where mk denotes the grid function obtained by extending the vector mk to all grid
points by padding it with zero elements. Let mk,j denote the jth element of the grid
function mk. Since, m1,1 = −1 and m2,1 = 0, (65) is equivalent to (64) if

dT ΩDmk = 0, k = 1, 2. (66)

Now, for j = 1, . . . , 6, mk are linear functions of j (and equivalently of xj) and
consequently Dmk is constant for j = 1, . . . , 4, and when j ≥ 5, dj = 0. This
implies that (66) is equivalent with

(e, d)hw+ = h
4∑

j=1

djωj = 0, (67)

i.e., the truncation error coefficients are orthogonal to the norm weights on the
boundary. Here, e denotes the grid function with ej = 1 for all j.

We will next integrate polynomials. Integrals of polynomials over the domain
0 ≤ x < ∞ are not convergent. Therefore, we will here temporarily consider the
case of a bounded domain, discretized by xj, j = 1, . . . , N , with a summation by
parts scalar product (u, v)hw and finite difference operator D, that are boundary
modified at both boundaries. To prove (67), take u = x3/6 to obtain the exact
relation

Duj = x2
j/2 + h2dj, j = 1, . . . , N.

It follows that
(e,Du)hw = (e, x2/2)hw + h2(e, d)hw.

The summation by parts property gives

(e,Du)hw = −(De, u)hw − u1 + uN = −u1 + uN

and integration by parts show
∫ xN

x1
ux dx = (e, ux) = −u1 + uN for any smooth

function u(x), and e(x) = 1 so that

(e, x2/2) = (e, x2/2)hw + h2(e, d)hw.

Lemma 2 below proves that the weighted norm, (e, u)hw, is a fourth order quadrature
formula, i.e., (e, u)hw is an exact formula for the corresponding integral when u is a
polynomial of degree ≤ 3. Therefore (e, x2/2)hw = (e, x2/2) exactly, which implies
that (e, d)hw = 0. For the fourth order operator D, we have dj = 0 for 5 ≤ j ≤ N−4,

34



and Taylor expansion shows that dN−j+1 = dj for j = 1, . . . , 4. The weights of the
scalar product also satisfy the symmetry ωN−j+1 = ωj, j = 1, . . . , 4. Hence

0 = (e, d)hw = 2h
4∑

j=1

ωjdj.

This proves (67) and hence (66) and (64). Note: for summation by parts operators
that are of odd order on the boundary, the truncation error coefficients are anti-
symmetric, dN−j+1 = −dj, and (e, d)hw = 0 does not directly imply the orthogonality
(67). However, numerical investigations have shown that the property holds also for
odd boundary order greater than one.

Lemma 2. Let D be a summation by parts difference operator whose lowest order
of accuracy is p. Then the corresponding summation by parts scalar product is an
exact quadrature formula for polynomials up to order 2p− 1, i.e., (e, xk)hw = (e, xk)
for k = 0, . . . , 2p − 1

Proof. Consider the operator on a bounded interval a ≤ x ≤ b, discretized by N
grid points, i.e., x1 = a and xN = b. pth order of accuracy means that D is exact
for polynomials up to degree p. We have

Dxs
j = pxs−1

j , j = 1, . . . , N, 0 < s ≤ p.

The property (7) on a bounded interval with u = v gives

(u,Du)hw =
1

2
(u2

N − u2
1).

Insert the function u = xs to obtain

(xs, sxs−1)hw =
1

2
(x2s

N − x2s
1 ).

Dividing by s gives

(e, x2s−1)hw = (xs, xs−1)hw =
1

2s
(x2s

N − x2s
1 ).

Hence, (e, x2s−1)hw is equal to the exact integral
∫ xN

x1
x2s−1 dx. This proves the

Lemma for odd exponents ≤ 2p− 1. For even exponents, we use the same idea, but
apply (7) with u = xs and v = xs+1.
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[17] N. A. Petersson and B. Sjögreen. An energy absorbing far-field boundary con-
dition for the elastic wave equation. Commun. Comput. Phys., 6:483–508, 2009.
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