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TAU: Motivation 

Efficient HPC application development is aided by performance analysis: 

  Identification of bottlenecks (communication, memory) 

  Optimize process communication (parallel and threaded codes) 

  Tune runtime behavior 

TAU is a tool framework developed to fulfill this goal. 

  Integrated, scalable, portable, and flexible 

  Supports Fortran, C, C++, Java, and Python for parallel, multi-threaded, 
and hybrid codes 

  Provides: 
—  Automatic instrumentation 
—  Highly configurable measurement system supporting many flavors of profiling and tracing 
—  Contains analysis and visualization tools 
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TAU: Tuning & Analysis Utilities 

  Three levels of code instrumentation 
—  Dynamic binary rewriting 

  Uses DynInst 
  Avoids having to recompile large codes 

—  Dynamic instrumentation through compiler directives 
—  Automated static source rewriting using PDT (included with TAU) 
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Method Recompile 
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PDT 
Required 

MPI 
Events 

Routine-level 
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✔ ✔ ✔ 
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✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
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TAU: Tuning & Analysis Utilities 

What will this instrumentation give you? 

  Profiling: Shows you how much time was spent in each routine 

  Tracing:  Shows you when the events take place in each process along a 
timeline 

Basic Steps 
  Collect routine-level timing profile to determine where most time is being spent 
  Collect routine-level hardware counter data to determine types of performance 

problems 
  Collect callpath profiles to determine sequence of events causing performance 

problems 
  Conduct finer-grained profiling and/or tracing to pinpoint performance 

bottlenecks 
•  Loop-level profiling with hardware counters 
•  Tracing of communication operations  
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TAU Availability 

Platform Version Usage Documentation POC 
LANL/Lobo 2.19.1 module load friendly-testing 

module load tau/2.19.1 
TAU website David Gunter 

dog@lanl.gov 

SNL TBD TBD TAU website TBD 

LLNL TBD TBD TBD TBD 
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Usage Scenarios:  Dynamic Routine-level Profile  

Goal:  What routines account for the most time?  How much? 

Flat profile with wallclock time: 
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Usage Scenarios:  Compiler-based Instrumentation  

Goal:  Easily generate routine-level performance data via compiler    
      directives 
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Usage Scenarios:  Loop-level Instrumentation  

Goal:  What loops account for the most time?  How much? 

Flat profile with wallclock time and loop instrumentation 
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Usage Scenarios:  Calculate mflops in loops 

Goal:  MFlops in all loops 

Flat profile with PAPI_FP_INS/OPS and loop instrumentation 
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Usage Scenarios:  Generating Callpath Profile 

Goal:  Who calls MPI_Barrier()?  Where? 

Callpath profile for a given callpath depth: 
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Usage Scenarios:  Generating Callpath Profile (cont’d) 

Generates program callgraph: 
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Usage Scenarios:  Detect Memory Leaks 
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Usage Scenarios:  Mixed Language Profiling 
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Goal:  Generate multi-level profiling for Python/MPI/C/F90/C++ 
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Usage Scenarios:  MPI Trace File 
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Goal:  MPI Event Tracing 
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Usage Scenarios:  Evaluate Scalability 
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Goal:  Determine how an application scales?  What bottlenecks occur at 
      what core counts? 

Load profiles into PerfDMF database and examine with PerfExplorer 
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TAU References 

  TAU is a joint product of the University of Oregon, LANL, and 
Research Centre Jülich, ZAM, Germany. 

  TAU is developed for the DOE Office of Science, ASC initiatives 
at LLNL, the ZeptoOS project at ANL, and for LANL. 

  TAU Users Guide and papers available from the TAU website: 
 http://tau.uoregon.edu/ 

  A list of projects using TAU and projects related to TAU may be found 
at: 
http://www.cs.uoregon.edu/research/tau/links.php 
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